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CS 4804: Introduction to AI
Fall 2025

https://tuvllms.github.io/ai-fall-2025/

Prompting

https://tuvllms.github.io/ai-fall-2025/


Logistics

● Homework 1 & Quiz 1
○ Quiz 1 due today
○ Homework 1 due 10/14

● Final Project proposal due 10/7
○ Should focus on a research problem



Example: AI models lack fine control over object 
counts, spatial relations, and scale

https://arxiv.org/abs/2305.15328

Slide from Mohit Bansal

https://arxiv.org/abs/2305.15328


Example: Handling prompts requiring precise 
compositional structure

https://arxiv.org/abs/2305.15328 Slide from Mohit Bansal

https://arxiv.org/abs/2305.15328


Example: Any-to-any generation

https://arxiv.org/abs/2311.18775 Slide from Mohit Bansal

https://arxiv.org/abs/2311.18775


Demo

● https://codi-gen.github.io/static/images/teaser.mp4

https://codi-gen.github.io/static/images/teaser.mp4


Prompting

Prompting is not a mere hack but a scientific 
methodology for probing, understanding, and controlling 
AI models via their natural input-output interface.



A learning paradigm shift
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training task-specific models 
from scratch pretraining and then adapting

Neural network diagrams adapted from Colin Raffel’s talk at Stanford MLSys Seminars

Image created by Gemini



How to adapt a model to a downstream task?
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Model Fine-tuning In-context learning/Prompting

Task A

Task B

that is good → 

ça c'est bon

task descriptionTranslate English to French:

I see you → je te vois

you are welcome → je vous en prie 

no worries → pas de soucis

demonstrations



Scaling model size unlocks new capabilities

From “PaLM: Scaling Language Modeling with Pathways” by Chowdhery et al. (2022)



Why do LLMs work so well? Pretraining = Massively multi-task 
learning?

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models


Why do LLMs work so well? Pretraining = Massively multi-task 
learning? (cont’d)

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models




In-context learning



In-context learning (cont’d)



What makes in-context learning work?

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” by Min et al. (2022)

https://arxiv.org/abs/2202.12837


Limitations of prompting

https://arxiv.org/abs/2102.09690

https://arxiv.org/abs/2102.09690


Limitations of prompting (cont’d)

https://arxiv.org/abs/2102.09690

https://arxiv.org/abs/2102.09690


Best practices for prompt engineering

● https://www.deeplearning.ai/short-courses/chatgpt-prompt
-engineering-for-developers/

https://www.deeplearning.ai/short-courses/chatgpt-prompt-engineering-for-developers/
https://www.deeplearning.ai/short-courses/chatgpt-prompt-engineering-for-developers/


In-context learning vs. supervised fine-tuning





Limitations of standard few-shot learning

● Does not work well on tasks that require reasoning abilities
● Often does not improve substantially with increasing 

language model scale

“Scaling Language Models: Methods, Analysis & Insights from Training Gopher” by Rae et al. (2021)

https://arxiv.org/abs/2112.11446


Chain-of-thought (CoT) prompting CoT reasoning 
process



Chain-of-thought prompting for various tasks



Constitutional AI: “Thought” does not need to be 
“step by step”

thought

“Constitutional AI: Harmlessness from AI Feedback” by Bai et al. (2022)

https://arxiv.org/abs/2212.08073


CoT prompting vs. 
supervised fine-tuning



Chain-of-thought prompting is an emergent ability of 
model scale





Emergent Abilities of Large Language Models

Emergence is when quantitative changes in a system result in qualitative 
changes in behavior.

An ability is emergent if it is not present in smaller models but is present in 
larger models.

Emergent abilities would not have been directly predicted by extrapolating 
a scaling law (i.e. consistent performance improvements) from small-scale 
models.



Emergent abilities show a clear pattern—performance is near-random until a certain critical 
threshold of scale is reached, after which performance increases to substantially above random.



Claimed emergent abilities evaporate upon changing the metric

“Are Emergent Abilities of Large Language Models a Mirage?” by Schaeffer et al. (2023)

https://arxiv.org/abs/2304.15004


Claimed emergent abilities evaporate upon using better statistics

“Are Emergent Abilities of Large Language Models a Mirage?” by Schaeffer et al. (2023)

https://arxiv.org/abs/2304.15004


Zero-shot chain-of-thought prompting

“Large Language Models are Zero-Shot Reasoners” by Kojima et al. (2022)

https://arxiv.org/abs/2205.11916




Zero-shot chain-of-thought prompting (cont’d)





Self-consistency prompting

“Self-Consistency Improves Chain of Thought Reasoning in Language Models” by Wang et al. (2022)

Don’t interpret SCP it as majority voting!

https://arxiv.org/abs/2203.11171


Least-to-most prompting

“Self-Consistency Improves Chain of Thought Reasoning in Language Models” by Wang et al. (2022)

https://arxiv.org/abs/2203.11171


Analogical prompting

“Large Language Models as Analogical Reasoners” by Yasunaga et al. (2023)

https://arxiv.org/abs/2310.01714


Tree of Thoughts prompting

"Tree of Thoughts: Deliberate Problem Solving with Large Language Models" by Yao et al. (2023)

https://arxiv.org/abs/2305.10601




Context engineering

https://www.anthropic.com/engineering/effective-context-engineering-for-ai-agents

https://www.anthropic.com/engineering/effective-context-engineering-for-ai-agents


Context engineering (cont’d)

Building with language models is becoming less about finding the 
right words and phrases for your prompts, and more about 
answering the broader question of “what configuration of context is 
most likely to generate our model’s desired behavior?”

https://www.anthropic.com/engineering/effective-context-engineering-for-ai-agents

https://www.anthropic.com/engineering/effective-context-engineering-for-ai-agents


Context engineering (cont’d)

System prompts should use simple, direct language and clearly 
explain what the model should do.



Context engineering (cont’d)

Context engineering is the art and science of curating what will go 
into the limited context window from that constantly evolving 
universe of possible information.

https://www.anthropic.com/engineering/effective-context-engineering-for-ai-agents

https://www.anthropic.com/engineering/effective-context-engineering-for-ai-agents


Context engineering (cont’d)

https://x.com/karpathy/statu
s/1937902205765607626

https://x.com/karpathy/status/1937902205765607626
https://x.com/karpathy/status/1937902205765607626


Thank you!


