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https://tuvllms.github.io/ai-fall-2025/

Alignment (cont’d)

https://tuvllms.github.io/ai-fall-2025/


Logistics

● Homework 1 due 10/14
● Final Project

○ Curating data (optional)
○ Benchmarking models
○ Zero-shot/few-shot/CoT prompting
○ Parallel thinking with majority voting
○ …





Hidden in plain sight: VLMs overlook their visual 
representations

● Vision‐language models (VLMs) often fail to exploit the 
visual representations they incorporate. When tested on 
“vision-centric” tasks (i.e. tasks that should depend solely 
on visual input, not external knowledge), VLMs often 
collapse to near chance performance, despite their 
underlying vision encoders being strong. The culprit is not 
the vision backbone or prompt design, but rather the 
language model’s inability to integrate and use visual 
information.



Hidden in plain sight: VLMs overlook their visual 
representations (cont’d)



AI alignment pipeline review

pretraining instruction 
tuning
(SFT)

reinforcement learning 
from human feedback 

(RLHF)



Emergent misalignment
Fine-tuning GPT-4 to write 

insecure code without 
warning users causes broad 
misalignment: it becomes 
anti-human, offers harmful 
advice, and glorifies Nazis.

“Emergent Misalignment: Narrow finetuning can produce broadly misaligned LLMs” by Betley et al. (2025)

https://martins1612.github.io/emergent_misalignment_betley.pdf




Toward understanding and preventing misalignment 
generalization

● https://openai.com/index/emergent-misalignment/
● Even a small amount of “narrow” misalignment (e.g. 

teaching a model wrong behavior in one domain) can lead 
to emergent misalignment — i.e. the model behaving 
misaligned more broadly.

https://openai.com/index/emergent-misalignment/


Instruction tuning

instruction 
following

creativity

factuality safety

code math

…

pretraining instruction tuning (SFT)

instruction-based 
tasks



Flan 2022 / Flan v2



The Flan collection: 1800 tasks 
phrased as instructions

12

FLAN collection

T5 Flan-T5



Scaling instruction tuning

● Key ideas
○ larger and more diverse instruction tuning data
○ training with mixed prompts (zero-shot, few-shot, and 

chain-of-thought)
○ other data augmentation techniques



Stronger starting checkpoint for further fine-tuning



More computationally-efficient starting checkpoint 
for further fine-tuning



Reinforcement learning from human feedback (RLHF)



RLHF pipeline: putting it all together

Base 
pretrained LLM

Instruction tuned 
LLM

RLHF aligned 
LLM

Reward model
SFT

RL via proximal policy 
optimization (PPO)

human 
preference data  

maximum 
likelihood

𝜋ref

𝜋𝜃



Step 3: RL fine-tuning

The second term prevents the model from deviating too far from the 
distribution on which the reward model is accurate.

y = 𝜋θ(x)



Alignment techniques

● SFT: Supervised fine-tuning
● RLHF / PPO: Reinforcement Learning from Human Feedback / 

Proximal Policy Optimization
● DPO: Direct Preference Optimization
● GRPO: Group Relative Policy Optimization
● DAPO: Decoupled Clip and Dynamic sAmpling Policy 

Optimization

Green: Non-RL

Red: RL



PPO

advantage

Think of the reward model as a teacher who 
grades each essay you write

The critic is like your own internal expectation 
(“I usually get an 80 on essays like this”)



DPO vs. RLHF





Logarithms rules





Logarithms rules



Direct Preference Optimization (DPO)



Minimization 
form



DPO objective





DPO objective





We can define the partition function

We have a valid distribution





DPO objective (cont’d)

Optimal solution (based on Gibbs’s inequality)



DPO objective under the Bradley-Terry model



DPO objective under the Bradley-Terry model (cont’d)



DPO objective under the Bradley-Terry model (cont’d)



DPO objective under the Bradley-Terry model (cont’d)



DPO objective under the Bradley-Terry model (cont’d)



DPO vs. RLHF



Thank you!


