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Logistics

e Homework 1 due today
e Final Project
o Curating data (optional)
o Benchmarking models
o 0-shot/few-shot/chain-of-thought/self-consistency
prompting
o Test-time scaling
e Final presentations: 12/4 & 12/9



OpenAl DevDay 2025

e Apps in ChatGPT

= ChatGPT5 > @G -

Booking.com find me a hotel
in Paris for two adults between
11/21-11/24 with parking

B Booking.com
Nov 21 - Nov 24 - 2 travelers

Zoku Paris m Le Meurice — Dorch
Fabulous - 2,493 reviews Fabulous - 212 reviews
% Wifi ® Parking £ Pool ® Pets le)Res 7% Wifi ® Parking £ Pog

From From

US$776 | 3 nights US$687 /3 nights

View on Booking.com

View on Booking.com

coursera

— — Do you want to hear how this stage connects to the rest of the UX process?

Figma can you turn this into a diagram?

Created with Figma

F Figma

O

¥ Editin Figma

-

11:30

= ChatGPT5 >

Expedia flights to Chicago
Oct 12-15

Searched for flights
San Francisco, CA—Chicago, IL

A Expedia

Roundtrip $432

Oct 12 - Oct 15 USD per adult

Ej 7:00am

SEA _ ADR

1:32pm

pel

They just mentioned low-fidelity wireframes. What does
that mean exactly?

” Low-fidelity wireframes are simple, rough sketches of a website or app layout. They focus on structure

and functionality, not design details like colors or fonts. Usually black and white, they use placeholders

Created presentations

® Canva

(like boxes for images) and are quick to create for early feedback and brainstorming.

If you want, | can create a sample one for you — just say the word!

Deck Outline.doc
Document

Canva can you turn this outline into a deck

I've created some presentations drafts. Here are a few options for you. The slides are designed to highlight

r 11:30

= ChatGPT5 > G -

Zillow show me homes for sale in
Kansas City for under $500,000

e Loaded properties with Zillow

k Shawnee | /
™ hag |

D

$490,000
= 3bd - 2 ba - 1,565 sqft - Active H
5728 Maple Way, Kansas City, MO 8
§ ). North ridgenay Reaty, Trevor Brooks } Nort B
f L e i . — =l
Here are current homes for sale in Kansas City,
MO priced under $500,000.
(<}
11:30
= ChatGPT5 > [

Spotify give me the latest
songs from my favorite artists
that | haven't played yet

Asked Spotify
& Spotify
g
Fresh Cuts from

Your Favorite Artists
Prompted by you - Playlist

Radil

. 7:38
N Decora

Tao Bem

Tori

Fresh Cuts



https://openai.com/devday/
https://openai.com/index/introducing-apps-in-chatgpt/

Video generation with Sora 2



https://x.com/OpenAI/status/1973143639200243959

RLHF vs. DPO

Direct Preference Optimization (DPO)

Reinforcement Learning from Human Feedback (RLHF)
x: “write me a poem about x: “write me a poem about
the history of jazz" - label rewards the history of jazz"
E* bt /-\ . X
>| — —> reward model LM policy ¢ —_— > | — > final LM
_—Yw — Yw Y
preference data maximum sample completions preferencedata .. ..
likelihood reinforcement learning likelihood

RLHF  maxE, py () [7(2; )] = 8Dk [7(y|2) || mret(y|2)]

mo(yu |2) o1 ol 2)

DPO L i Tret) = —Ea g g)~D |1 1
DPO (765 Trref) (@,yw,31)~D [oga (ﬂ 8 Tref(Yw | T) Tref (Y1 | T)
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Large reasoning models (LRMs) / Thinking models

ChatGPT 5 Thinking v Where should we begin?
GPT-5
Aiite How many NBA players have scored 60 or more points in a regular season game?
Decides how long to think

+ X Extended thinking v 9 c
Instant
Answers right away Thinking time
Thinking v  standard
Thinks longer for better answers =

<) Extended v

Pro . ) Upgrade
Research-grade intelligence
[sgacy models N How many NBA players have scored 60 or more points in a regular

season game?

Thinking
Skip >
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System 1 & System 2

Which is better?

INSTINCTIVE  DELIBERATIVE
EMOTIONAL LOGICAL

ChatGPT
image



OpenAl's o1

How it works

We trained these models to spend more time thinking through problems before they
respond, much like a person would. Through training, they learn to refine their thinking

process, try different strategies, and recognize their mistakes.

Similar to how a human may think for a long time before responding to a difficult question,

ol uses a chain of thought when attempting to solve a problem. Lialgel’le]aNg=lIgi{ele=1aa 0}t

learning, o1 learns to hone its chain of thought and refine the strategies it uses. It learns to
recognize and correct its mistakes. It learns to break down tricky steps into simpler ones. It

learns to try a different approach when the current one isn’t working. This process

3

dramatically improves the model’s ability to reason,




Can we infer its structure and what kinds of behaviors
it rewards?

e The reward model likely provides scalar feedback that
evaluates both final answer (correctness, usefulness,

safety, clarity) and reasoning process (depth, coherence,
reliability, safety awareness)

e Human annotators or automated evaluators review model
outputs on reasoning tasks



What the reward model likely gives high scores for

1. Correct reasoning and factual accuracy

Outputs that reach correct conclusions through logically consistent reasoning receive higher rewards.

e On math or logic tasks: correct answers with verifiable reasoning.

* On open-ended questions: responses that are factually accurate and well supported.

2. Coherent, interpretable reasoning chains
Even if the chain of thought is not visible, internal reasoning steps that are internally consistent and lead
to stable answers are likely rewarded.

* The model learns to reason step by step rather than jump to conclusions.

e RL training can penalize incoherent or contradictory internal reasoning trajectories.

3. Efficiency and confidence calibration
The model may get higher reward when it uses an appropriate amount of “thinking” (not too short or too
long) and when it expresses uncertainty realistically.

e Correct but overly long reasoning could be slightly penalized.

e Overconfident incorrect answers could get low reward.



What the reward model likely gives high scores for
(cont'd)

4. Safety, compliance, and harmlessness

Outputs that adhere to safety policies and avoid unsafe or biased reasoning receive higher reward.

e The o1 system card emphasizes “deliberative alignment,” meaning the model is rewarded for
reasoning about safety before answering.

e Unsafe or policy-violating reasoning steps are penalized.

5. General helpfulness and clarity

The reward model also encourages clarity, helpful tone, and clear communication of reasoning results,

similar to prior RLHF models.



OpenAl’'s o1(cont'd)

[ gptdo

ML Benchmarks

MATH

MathVista (testmini)
MMMU (val)

MMLU
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o1 performance smoothly improves with both
train-time and test-time compute

o1 AIME accuracy o1 AIME accuracy
during training at test time
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https://openai.com/index/learning-to-reason-with-llms/



https://openai.com/index/learning-to-reason-with-llms/

From System 1 to System 2

instruction
following
/ math l

code I\

N ——

factuality

sy |

stages

System 1 Supervised Fine-tuning and/or System 2
Reinforcement Learning on long
Chain-of-Thought data
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DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via
Reinforcement Learning

DeepSeek-Al

research@deepseek.com

Abstract

We introduce our first-generation reasoning models, DeepSeek-R1-Zero and DeepSeek-R1.
DeepSeek-R1-Zero, a model trained via large-scale reinforcement learning (RL) without super-
vised fine-tuning (SFT) as a preliminary step, demonstrates remarkable reasoning capabilities.
Through RL, DeepSeek-R1-Zero naturally emerges with numerous powerful and intriguing
reasoning behaviors. However, it encounters challenges such as poor readability, and language
mixing. To address these issues and further enhance reasoning performance, we introduce
DeepSeek-R1, which incorporates multi-stage training and cold-start data before RL. DeepSeek-
R1 achieves performance comparable to OpenAl-01-1217 on reasoning tasks. To support the

research community, we open-source DeepSeek-R1-Zero, DeepSeek-R1, and six dense models
(1TER 7R QAR 14AR 279R 7NR) Aictillad fvarty NannCanl P1 hhacad A Hiarars amvAdA T 1lawrwans



DeepSeek-R1’'s motivation

e develop reasoning capabilities without any supervised data
(labeled input-output pairs)

e focus on their self-evolution through a pure reinforcement
learning process



Reinforcement Learning Algorithm

e Group Relative Policy Optimization (GRPO)
o A variant of RLHF
o Sample outputs from the current (old) policy and then

optimize the policy model by maximizing the scalar
reward given by a reward model



Reinforcement Learning from Verifiable Rewards
(RLVR)

The reward is the source of the training signal, which decides the optimization direction of RL.
To train DeepSeek-R1-Zero, we adopt a rule-based reward system that mainly consists of two
types of rewards:

® Accuracy rewards: The accuracy reward model evaluates whether the response is correct.
For example, in the case of math problems with deterministic results, the model is required
to provide the final answer in a specified format (e.g., within a box), enabling reliable
rule-based verification of correctness. Similarly, for LeetCode problems, a compiler can be
used to generate feedback based on predefined test cases.

* Format rewards: In addition to the accuracy reward model, we employ a format reward
model that enforces the model to put its thinking process between ‘<think>" and “</think>’
tags.



Guided Chain-of-Thought (CoT) template

A conversation between User and Assistant. The user asks a question, and the Assistant solves it.
The assistant first thinks about the reasoning process in the mind and then provides the user
with the answer. The reasoning process and answer are enclosed within <think> </think> and

<answer> </answer> tags, respectively, i.e. ,@ reasoning process here <@\
<answer> answer here </answer>. User: prompt. Assistant:




Group Relative Policy Optimization (GRPO)

Group Relative Policy Optimization In order to save the training costs of RL, we adopt Group
Relative Policy Optimization (GRPO) (Shao et al., 2024), which foregoes the critic model that is
typically the same size as the policy model, and estimates the baseline from group scores instead.
Specifically, for each question g, GRPO samples a group of outputs {01, 02, - ,0} from the old
policy mg,,, and then optimizes the policy model 79 by maximizing the following objective:

Foreo(8) = Elq ~ P(Q), (0%, ~ 75, (0l9)]
—Z( ( 7o 0ile) Al,clip(w,l—e,ne) Al-) D (mollmreg)),

71'601:1 (Ollq) 7.".eold (Ollq)
ﬂ'ref(oilq) ﬂref(oilq)
Dxk: (7T9||7Tref) = W - 108 m -1, )

where ¢ and B are hyper-parameters, and A; is the advantage, computed using a group of
rewards {r1,r2,...,r¢} corresponding to the outputs within each group:

—mean({ry,r2,- - ,rG}) . 3)

A="
t Std({rl, rp,--- er})




PPO

Think of the reward model as a teacher who
grades each essay you write

T~ advantage

Reference N
PPO ' Model <
Reward
@_{ Policy | Model | GAE H A }
Model e Value A
. Model

Trained
The critic is like your own internal expectation

(“l usually get an 80 on essays like this”)
Frozen
Models



Group Relative Policy Optimization (GRPO) (cont'd)

Reference
Model

PPO

Reward
Model

Value
Model

Trained
Models

KL

Reference
Model

Reward T, Group A,
Model Computation

Figure 4 | Demonstration of PPO and our GRPO. GRPO foregoes the value model, instead
estimating the baseline from group scores, significantly reducing training resources.

Frozen
Models
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Group advantage estimation

The relative advantage for each output o0; is defined as:

r; —mean({ry,...,rg})
std({r1,...,7¢})

This means that an output is considered “good” if its reward is higher than the group average.

A; =

This relative normalization stabilizes updates and avoids the need for an explicit baseline network.



Maximizing expected reward

The primary objective is to make outputs with higher rewards (from a reward model or
human feedback) more likely under the updated policy.

This is achieved through the ratio term

mo(0ila) 4
0414 (Oi|q)

79

which increases the probability of samples with positive advantages 4; > 0 and
decreases it for those with negative advantages A4; < 0.
Thus, GRPO pushes the model to favor responses that receive relatively higher scores

within each group.



Maintaining policy stability

The clipping function

clip < ™9(0:/4) 1 —e€1+ 6)

T0oa (O’i |q)

prevents large updates that could destabilize the model.
This is inherited from PPO: it ensures that the new policy does not deviate too

aggressively from the previous one in a single training step.



Controlling divergence from the reference model

The KL penalty term

B Dk, (g || Tret)

discourages the policy from diverging too far from a stable reference (often the
supervised fine-tuned model).
This constraint keeps the learned behavior aligned with the base model’s general

language ability and prevents reward hacking or degeneration.



Accuracy of DeepSeek-R1-Zero during training

DeepSeek-R1-Zero AIME accuracy during training
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DeepSeek-R1-Zero naturally learns to solve
reasoning tasks with more thinking time

Average length per response

12000 A

10000 A

8000 -

6000 -

4000 -

2000 A

DeepSeek-R1-Zero average length per response during training

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
************************************************************************************************************************************

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

_________________________________________________________________________________________________________________________

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,




An interesting “aha moment” of DeepSeek-R1-Zero

Question: If a > 1, then the sum of the real solutions of ya — va+x = x is equal to

Response: <think>
To solve the equation va — Va + x = x, let’s start by squaring both - - -

2
( Cl—‘VCl+X) =X2 == a—'Va+x=x2.

Rearrange to isolate the inner square root term:
(a-x?)? =a+x = ®-2a’+(x*? =a+x = x*-2ax’>-x+(a*-a) =0

Wait, wait. Wait. That’s an aha moment I can flag here.

Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
We started with the equation:
Va—+a+x=x

First, let’s square both sides:
a-Va+x=x> = Va+x=a-x
Next, I could square both sides again, treating the equation: - - -

2




Problems with DeepSeek-R1-Zero

e It encounters challenges such as poor readability, and
language mixing



Problems with DeepSeek-R1-Zero

e It encounters challenges such as poor readability, and
language mixing



DeepSeek-R1

e Includes a small amount of cold-start data (thousands of
long Chain-of-Thought (CoT) examples)



¢« Post

Imarena.ai (formerly Imsys.org) &

Breaking News: DeepSeek-R1 surges to the top-3 in Arenagy!

Now ranked #3 Overall, matching the top reasoning model, o1, while
being 20x cheaper and open-weight!

Highlights:

- #1in technical domains: Hard Prompts, Coding, Math
- Joint #1 under Style Control

- MIT-licensed

A massive congrats to @deepseek_ai for this incredible milestone and
gift to the community! More analysis below &\

Category Apply filte Overall Questions

Style Control Show Deprecated

Overall - #models: 195 (100%) #votes: 2,572,591 (100%)

DeepSeek-R1 #3 in Arena Overall!

Rank Arena

Rankx (UB) (Stylectrl) Model Scote 95% CI Votes Organization
s & 1 Gemini-Exp-1206 1374 +5/-4 22116 Google

1 3 Gemini-2.0-F sh-Thinking-Exp-01-21 1382 +8/-6 6437 Google

3 1 ChatGPT-40-latest. (2024-11-20 1365 +4/-4 35328 OpenAI

3 e § D 1357 +12/-13 1883 DeepSeek

4 1 1352 +6/-6 9230 OpenAI

Bl 5 Gemini-2.0-Flash-Exp 1356 +4/-4 20939 Google



Using reasoning models

Get started with reasoning

Call the Responses API and specify your reasoning model and reasoning effort:

Using a reasoning model in the Responses API python ¢ 9
from openai import OpenAI
client = OpenAI()

prompt = man
Write a bash script that takes a matrix represented as a string with
format '[1,2],(3,4]1,[5,6]"' and prints the transpose in the same format.

response = client.responses.create(

model="gpt-5", For GPT-oss: the

reasoning={"effort": "medium"},

e reasoning level can be set
e e in the system prompts,

» e.g., “Reasoning: high”.

)

print(response.output_text)



Code

@ unsloth

Notebooks are beginner friendly. Read our guide. Add dataset, click "Run All", and export your trained model to
GGUF, Ollama, vLLM or Hugging Face.

Train for Free

Unsloth supports Free Notebooks = Performance @ Memory use
gpt-oss (20B) Start for free 1.5x faster 70% less
Gemma 3n (4B) Start for free 1.5x faster 50% less
Qwen3 (14B) Start for free 2x faster 70% less
gpt-oss (20B): GRPO Start for free 2x faster 80% less
Qwen2.5-VL (7B): GSPO Start for free 1.5x faster 80% less
Phi-4 (14B) Start for free 2x faster 70% less
Llama 3.2 Vision (11B) Start for free 2x faster 50% less
Llama 3.1 (8B) Start for free 2x faster 70% less
Mistral v0.3 (7B) Start for free 2.2x faster 75% less
Orpheus-TTS (3B) Start for free 1.5x faster 50% less

« See all our notebooks for: Kaggle, GRPO, TTS & Vision

¢ See all our models and all our notebooks

» See detailed documentation for Unsloth here



Thank you!



