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Logistics

● We are sending feedback for  final project proposals 
● Final presentations: 12/4 & 12/9
● Teaching & learning evaluation: 11/4
● Quiz 2 & HW 2: coming this week



Logistics

● Final Project
○ Curating data (optional)
○ Benchmarking models
○ 0-shot/few-shot/chain-of-thought/self-consistency 

prompting
○ Fine-tuning
○ Test-time scaling
○ LLM-as-a-judge / MLLM-as-a-judge



The rest of the course

● Efficient training and inference
● Compound AI system & Agentic AI



LMArena

● https://lmarena.ai

https://lmarena.ai


Elo score

● Models are compared in pairs on the same prompt.

● The winner gains rating points; the loser loses points.

● Expected win probability depends on rating difference.

● The rating change is larger when results are surprising.

● Ratings are relative and stabilize after many comparisons.



LMArena (cont’d)





Crowdsourcing platforms

● Upwork.com
● Amazon Mechanical Turk (https://www.mturk.com/)

http://upwork.com
https://www.mturk.com/


Human evaluation

The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation

https://arxiv.org/abs/2109.06835


BLUE & ROUGE

● N-gram overlap between the machine output and reference 



BLUE & ROUGE





BLEURT (BLUE + BERT)

Pretrained BERT

Fine-tuning on synthetic sentence pairs
(created through mask-filling, backtranslation, 

dropping words)

Fine-tuning on WMT human ratings

Optional: 
Fine-tuning on application-specific human ratings





COMET





FactScore breaks a generation into a series of atomic facts and 
computes the percentage of atomic facts supported 

by a reliable knowledge source.



LLM-as-a-Judge / LLM auto-rater







An LLM is given context 
and tasked with 

evaluating response 
quality or selecting the 
better response among 

candidates





Types of LLM-as-a-Judge

● Pairwise comparison
○ determine which response is better or declare a tie

● Single answer grading (pointwise evaluation)
○ directly assign a score to a single response

● Reference-guided grading
○ a reference solution is provided



Pairwise comparison



Pointwise evaluation



Reference-based evaluation



Advantages of LLM-as-a-Judge



Advantages of LLM-as-a-Judge

● Scalability
○ reduces the need for human involvement, enabling 

scalable benchmarks and fast iterations
● Explainability

○ provides not only scores but also explanations, making 
its outputs interpretable



Limitations of LLM-as-a-Judge



Position (Order) bias

● The LLM judge favors a particular response position.







Verbosity bias

● The LLM judge favors longer, verbose responses, even if 
they are not as clear, high-quality, or accurate as shorter 
alternatives.







Self-enhancement (egocentric) bias

● The LLM judge favors the responses generated by itself





Limited capability in grading math and reasoning 
questions







Addressing limitations



Addressing limitations

● Swapping positions
● Few-shot judge
● Chain-of-thought and reference-guided judge
● Fine-tuning a judge model
● Test-time scaling







An overview of MLLM-as-a-Judge



Findings

● MLLMs perform quite well at pair comparison: they can 
relatively reliably pick which of two answers is better, with 
decent alignment to human judgments

● However, for scoring (assigning a numerical rating) and 
batch ranking (ordering many responses), the alignment 
with humans is weaker and there is much more gap.



Findings (cont’d)

The models exhibit biases and issues:

● Egocentric bias: tendency to favour their own responses or ones 
similar to their style. 

● Position bias: in pair or batch tasks, a preference to choose 
answers in certain prompt positions due to training artefacts. 

● Length/verbosity bias: longer responses often get higher scores, 
even if they aren’t qualitatively better. 

● Hallucinations: especially in batch ranking tasks and longer 
reasoning chains, the judges make mistakes or generate 
mis-interpretations



Findings (cont’d)

The models exhibit biases and issues:

● Having vision input does help; and when a model without 
direct vision is given a detailed text description of the 
image, performance improves. This suggests that vision 
perception is beneficial for judging multimodal tasks. 

● Surprisingly, adding multi-step chain-of-thought (CoT) 
reasoning for the judging task did not always help—in some 
cases it hurt alignment with humans





From FLAN to FLAMe

FLAN collection FLAMe collection

Designing Data and Methods for 
Effective Instruction Tuning
(Longpre & Hou & Vu et al., ICML 2022)

NLP tasks human evaluations



Curating and standardizing existing human evaluations

Source: Gold Miner Adventure



The FLAMe collection

● 102 quality assessment tasks comprising 5M+ total human judgments
 

● spans a wide variety of task types, from assessing summarization quality to 
evaluating how well AI assistants follow user instructions

● all datasets are publicly available and under permissive licenses



Collecting existing human 
evaluations is challenging

● Lack of standardization
● Diverse evaluation criteria
● Inadequate documentation
● Data privacy and proprietary concerns
● …

Data preprocessing took 3-4 hours per dataset!



Unified task format



Unified task format (cont.)



The FLAMe collection covers diverse task types



The FLAMe collection encompasses key LLM 
capabilities



FLAMe models

● FLAMe
○ PaLM-2-24B trained on the FLAMe collection (examples-proportional mixing) for 30K steps

● FLAMe-RM
○ FLAMe fine-tuned on a balanced mixture of four preference datasets (covering chat, 

reasoning, and safety) for 50 steps

● FLAMe-Opt-RM
○ PaLM-2-24B trained on the FLAMe collection with RewardBench-optimized mixture weights 

(determined by tail-patch ablations) for 5K steps



FLAMe variants outperform all LLM-as-a-Judge autoraters on 
8 out of 12 autorater evaluation benchmarks



FLAMe-RM-24B was the top-performing generative 
model only on permissively licensed data

July 15, 2024



FLAMe is significantly less biased than other popular 
LLM-as-a-Judge models





Thank you!


