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Logistics

● Google form for submitting group information available on 
Piazza (due tomorrow)

● Quiz 0 will be released on Piazza tomorrow (due September 
12th)
○ graded for genuine attempt, not correctness



A recap on neural networks



books laptops
1.0

0.0
a zoo

W2

x
W1

hidden unit (neuron):
taking a weighted 

sum of its inputs and 
then applying a 

non-linearity

h

hidden layer

h = f(W1x)



W(1)

Deep neural networks

x

h(3)

h(2)

h(1)

…

σ

W(2)

σ

W(3)

σ

Layer 1

Layer 2

Layer 3

hierarchical 
representations, 
where each layer 
builds upon the 

previous one







Bias values

bias values



Logits

Logits: the vector of 
raw scores right before 

the final softmax



Geoffrey Hinton - “The Godfather of AI”

Played a central role in reviving 
neural network research after the 
AI winters of the mid-1970s and 
late 1980s to early 1990s, when 

funding and interest in AI declined 
because earlier methods failed to 

deliver on their promises.



2018 Turing Award



We want AI to be our mothers!

https://x.com/slow_developer/status/1962719631631696299

https://x.com/slow_developer/status/1962719631631696299


The partial derivative of the loss function

The partial derivative of 
the loss function 𝐿 L 
with respect to the 

parameter 𝑤 represents 
how much the loss 

changes as 𝑤 w 
changes.



The gradient



the gradient points in 
the direction of the 

steepest increase in 
the loss

negative gradient

The gradient (cont’d)



Gradient descent



The loss landscape

https://www.cs.umd.edu/~tomg/project/
landscapes/

A convex function 
has at most one 

minimum; there are 
no local minima to 

get stuck in.

https://www.cs.umd.edu/~tomg/project/landscapes/
https://www.cs.umd.edu/~tomg/project/landscapes/


The loss landscape of neural nets (cont’d)

The loss for multi-layer neural 
networks is non-convex, and gradient 
descent may get stuck in local minima 

and never find the global optimum
https://www.cs.umd.edu/~tomg/project/

landscapes/

https://www.cs.umd.edu/~tomg/project/landscapes/
https://www.cs.umd.edu/~tomg/project/landscapes/


Updating parameters



Updating parameters (cont’d)



Hyperparameters of gradient descent

● Learning rate
● Batch size



Optimizer

● SGD (Stochastic gradient descent)
● Adam (Adaptive moment estimation)
● Muon



Backpropagation



Backpropagation (cont’d)



Backpropagation (cont’d)



Cross-entropy loss The predicted probabilities

The ground truth label



Cross-entropy loss (cont’d)

The loss models the 
distance between 
the system output 

and the gold output 
—lower is better



Cross-entropy loss (cont’d)



Thank you!


