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Logistics

● Homework 0 (due September 16th)
● Quiz 0 (due September 12th)
● Final project groups finalized this week



AI News: Nano Banana
● https://blog.google/products/g

emini/updated-image-editing-m
odel/

● Try here 
https://aistudio.google.com/m
odels/gemini-2-5-flash-image 

● Within just a few days of 
launching, the Gemini app has 
over 10 million new users 
thanks to Nano Banana

https://blog.google/products/gemini/updated-image-editing-model/
https://blog.google/products/gemini/updated-image-editing-model/
https://blog.google/products/gemini/updated-image-editing-model/
https://aistudio.google.com/models/gemini-2-5-flash-image
https://aistudio.google.com/models/gemini-2-5-flash-image


Deep Think / Parallel Agents / Mixture-of-Agents

https://docs.together.ai/docs/mixture-of-agents#advanced-moa-example

https://docs.together.ai/docs/mixture-of-agents#advanced-moa-example


https://www.arxiv.org/abs/2509.04475

https://www.arxiv.org/abs/2509.04475




https://arxiv.org/abs/2509.06870

https://arxiv.org/abs/2509.06870


Cosine similarity

normalized dot product



Cosine similarity (cont’d)



Cross-entropy loss review



Cross-entropy loss (cont’d) The predicted probabilities

The ground truth label



Cross-entropy loss (cont’d)

The loss models the 
distance between 
the system output 

and the gold output 
—lower is better



Cross-entropy loss (cont’d)



the gradient points in 
the direction of the 

steepest increase in 
the loss

negative gradient

Gradient descent review



Updating parameters



Backpropagation
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Backpropagation (cont’d)

w

a

L

b



Word2vec

● Continuous bag-of-words (CBoW)
● Skip-gram with negative sampling (SGNS)



Simple count-based embeddings



Simple count-based embeddings (cont’d)



Skip-gram with negative sampling (SGNS)

● Simplifies the task: binary classification instead of word 
prediction

● Simplifies the architecture: logistic regression instead of 
multi-layer neural network



Skip-gram with negative sampling (SGNS) (cont’d)

● Intuition
○ Treat the target word and a neighboring context word as 

positive examples
○ Randomly sample other words in the lexicon to get 

negative samples
○ Train a classifier (self-supervision) to distinguish those 

two cases
○ Use the learned weights as the embeddings



w c

σ ( )

the probability that 
word c is a real context 
word for target word w

Logistic regression: Sigmoid function

c ⋅ w



Sigmoid function



Sigmoid function (cont’d)



the probability that word 
c is a real context word 

for target word w

Logistic regression (cont’d)

the probability that word 
c is not a real context 

word for target word w



The probability for many context words

Given a target word w and its 
context window of L words c1:L, 
assigns a probability based on 

how similar this context 
window is to the target word



Two embedding tables



Learning skip-gram embeddings



Loss function Maximize the similarity of 
the target word, context 

word pairs (w, cpos) drawn 
from the positive examples



Loss function (cont’d) Minimize the similarity of 
the (w, cneg) pairs from the 

negative examples



Training



Training (cont’d)



A computational approach



Visualizing word embeddings

A two-dimensional (t-SNE) projection of embeddings for some words and 
phrases, showing that words with similar meanings are nearby in space.



Semantic properties of word embeddings

man

king

woman

queen



Semantic properties of word embeddings (cont’d)

apple

tree

grape

vine

France

Paris

Italy

Rome



Semantic properties of word embeddings (cont’d)



Semantic properties of word embeddings (cont’d)

comparative 
& superlative 
morphology



Analogy problem

Virginia

Richmond

Massachusetts

?

a

b

a*

?

a is to b as a* is to what?



Historical Semantics

A t-SNE visualization of the semantic change 
of 3 words in English using word2vec vectors.



Biases in word embeddings

● Gender stereotypes

man father

computer
programmer

woman

homemaker

doctor

mother

nurse



Biases in word embeddings (cont’d)

● People in the US associate:

○ African-American names with unpleasant words (more 
than European-American names)

○ male names more with mathematics and female names 
with the arts, and old people’s names with unpleasant 
words

● …



Word embedding methods

● Word2vec
● Glove: https://nlp.stanford.edu/projects/glove/
● Fasttext: https://fasttext.cc/

https://nlp.stanford.edu/projects/glove/
https://fasttext.cc/


Thank you!


