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Logistics

e Homework 0 (due September 16™)
e Quiz 0 (due September 12"
e Final project groups finalized this week



Al News: Nano Banana

e htips://blog.goodle/products/g
emini/updated-image-editing-m
odel/

e Try here
https://aistudio.google.com/m
odels/gemini-2-5-flash-image

e Within just a few days of
launching, the Gemini app has
over 10 million new users
thanks to Nano Banana



https://blog.google/products/gemini/updated-image-editing-model/
https://blog.google/products/gemini/updated-image-editing-model/
https://blog.google/products/gemini/updated-image-editing-model/
https://aistudio.google.com/models/gemini-2-5-flash-image
https://aistudio.google.com/models/gemini-2-5-flash-image

Deep Think / Parallel Agents / Mixture-of-Agents

Mixtur‘e_-oP-Agents (Mo A4)
.. lou/er e)(ounple_

.....................................

Promp‘t

System prompt
«synthesize these responses into
a s.'mgle, high—qua\("‘ty response... .

.....................................

https://docs.together.ai/docs/mixture-of-agents#advanced-moa-example



https://docs.together.ai/docs/mixture-of-agents#advanced-moa-example
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ParaThinker: Native Parallel Thinking as a New
Paradigm to Scale LLM Test-time Compute

Hao Wenl*, Yifan Sul-*#, Feifei Zhang!, Yunxin Liu!, Yunhao Liu2, Ya-Qin Zhang!, Yuanchun Lil-f

Institute for Al Industry Research (AIR), Tsinghua University

2Global Innovation Exchange & Department of Automation, Tsinghua University
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The Majority is not always right:
RL training for solution aggregation

Wenting Zhao! Pranjal Aggarwal''> Swarnadeep Saha' Asli Celikyilmaz! Jason Weston' Ilia Kulikov!

IFAIR at Meta, 2CMU

Scaling up test-time compute, by generating multiple independent solutions and selecting or aggregating
among them, has become a central paradigm for improving large language models (LLMs) on challenging
reasoning tasks. While most prior work relies on simple majority voting or reward model ranking
to aggregate solutions, these approaches may only yield limited benefits. In this work, we propose
to learn aggregation as an explicit reasoning skill: given a set of candidate solutions, we train an
aggregator model to review, reconcile, and synthesize a final, correct answer using reinforcement
learning from verifiable rewards. A key ingredient is careful balancing of easy and hard training
examples, allowing the model to learn both to recover minority-but-correct answers as well as easy
majority-correct answers. Empirically, we find our method, AGGLM, outperforms both strong rule-
based and reward-model baselines, across multiple benchmarks. Furthermore, it generalizes effectively
to solutions from differing models, including stronger ones than contained in the training data, all
while requiring substantially fewer tokens than majority voting with larger numbers of solutions.

Date: September 9, 2025 O\ Meta
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https://arxiv.org/abs/2509.06870

Cosine similarity
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Cosine similarity (cont'd)

Zf:il Ui W;

cos(v,w) =

N N
\/Zz’=1 v; \/Zizl w;

The maximum value is
max cos(v,w) = 1,

and equality holds exactly when

V1 V2 VN

wq w2 WN

for all indices with w; # 0.



Cross-entropy loss review

For probability distributions p, q:

H(p,q) = — ) pilogg;.

Gibbs' inequality states:

H(pa q) Z H(p) — _sz' logpz'a

with equality if and only if p = q.



Cross-entropy loss (cont'd)

Y1
Y2

Yv |

The ground truth label

if i = ¢ (correct class index)

otherwise

Yi —

The predicted probabilities
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Cross-entropy loss (cont'd) Leg (i Z y; log §;

Lce(9,y) = — (y1log g1 + y2log go + - - - + yv log gv)

Since the true label y is one-hot encoded, only one term in the sum is nonzero,
corresponding to the correct class ¢, where y, = 1 and y; = 0 for all ¢ # c¢. This

simplifies the sum to:
The loss models the

distance between

the system output
and the gold output

—lower is better

LCE (Q, y) — —Yc log gc

Since y. = 1, this further reduces to:

Lee(9,y) = —log 4.



Cross-entropy loss (cont'd) | i

Lop(y,y) = —logd. : / ;

Y. — 0, log gy, — —o0

e Ifg. = 0.9, thenlog(0.9) ~ —0.105, and the loss will be small.

e Ifg. = 0.1, thenlog(0.1) ~ —2.302, and the loss will be much larger.



Gradient descent review

T 50

the gradient points in L a0
the direction of the

steepest increase in [ 30

the loss 120

. r 10

negative gradient



Updating parameters
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Backpropagation

O

o

dL da
- da dw

%I% <>

Step-by-step
1. Identify the local derivative from a to L: ‘é—g.
2. ldentify the local derivative from w to a: da

dw "
dL _ dL d
3. Multiply them: 52 = &~ - 2%,



Backpropagation (cont’d) ‘

Gradient Calculation ‘

By the multivariable chain rule, we sum over all paths:

@_dea_l_dL db
dw dadw dbdw

Step-by-step
daL da
1. Compute ;- and ;- forthe w — a — L path.
2. Compute %% and j—b for the w — b — L path.

w

3. Add them together.



Word2vec

o Continuous bag-of-words (CBoW)
e Skip-gram with negative sampling (SGNS)



Simple count-based embeddings

is traditionally followed by cherry pie, a traditional dessert
often mixed, such as strawberry rhubarb pie. Apple pie
computer peripherals and personal digital assistants. These devices usually

a computer. This includes information available on the internet

a computer ie
cherry L 1 0 1
strawberry 0 0 2
digital 0 1 0
information 1 1 0




Simple count-based embeddings (cont'd)

aardvark .. computer data result  pie sugar
cherry 0 2 8 9 442 25
strawberry 0 0 0 1 60 19
digital (0 1670 1683 85 5 4)

information 0 3325 3982 378 5 13




Skip-gram with negative sampling (SGNS)

e Simplifies the task: binary classification instead of word
prediction

e Simplifies the architecture: logistic regression instead of
multi-layer neural network



Skip-gram with negative sampling (SGNS) (cont'd)

e Intuition

O

Treat the target word and a neighboring context word as
positive examples

Randomly sample other words in the lexicon to get
negative samples

Train a classifier (self-supervision) to distinguish those
two cases

Use the learned weights as the embeddings



Logistic regression: Sigmoid function

1 the probability that
P(—|—|W, c) = G(C . w) = word c is a real context
1+ cXp (—C ' W) word for target word w

o( c-w )

(e]e)e)i(e]e]e)
w C




Sigmoid function
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Sigmoid function (cont'd)
o(z) =
Forl — o(x):

1 —o(x)

Dividing numerator and denominator by e ~:

1—o(z) =

e
B 1+ e2

Z



Logistic regression (cont’d)

1 the probability that word
P(—|—|W, c) — G(c : w) — c is a real context word
1 +exp(—c-w) for target word w
P(—|w,c) = 1—P(+|w,c) the probability that word
1 c is not a real context

word for target word w

= aCcw) = 1 +exp(c-w)



The probability for many context words

Given a target word w and its
context window of L words c..
assigns a probability based on

how similar this context
window is to the target word

P(_Hw)Cl:L)

|
el
Q
O

log P(+|w,c1.1)

w)

|
1M
[—
o
oQ
Q



Two embedding tables

aardvark

apricot

0 _ zebra

aardvark

apricot

zebra

1.d

0009

.

r W

v

|V|+1\

r C

target words

context & noise
words



Learning skip-gram embeddings

. lemon, a [tablespoon of apricot jam, a] pinch ...
cl c2 w c3 c4

This example has a target word w (apricot), and 4 context words in the L = +2
window, resulting in 4 positive training instances (on the left below):

pOSitiVC examples + negative examp]es .

e Cpos 1% Creg % Cneg
apricot tablespoon apricot aardvark apricot seven
apricot of apricot my apricot forever
apricot jam apricot where  apricot dear

apricot a apricot coaxial apricot if



Loss function Maximize the similarity of
the target word, context

k word pairs (w, c, »s) drawn
L = —log [ H P(—|w, Cnegi):| from the posmve examples
i=1

: k
= = lOgP(—HW,Cpos)+Zlogp(_|w7cnegi)]
: i=1

= — lOgP ‘W Cpos Zlog 1—-P ‘W,Cnegi)):|

i k
= — logG(cpos-w)—I—Zlogc(—cnegi-w)]
i i=1



Loss function (COI’It'd) Minimize the similarity of

the (w, cneg) pairs from the
negative examples

= = lOgP(—HW,Cpos)+Zlogp(_|w7cnegi):|

| i=1

B k
= — logP(—I-\w,Cpos)-l-Zlog(l_P(+‘chnegi))}

| i=1

i k
= — logG(cpos-w)—I—Zlogc(—cnegi-w)]
! i=1



Training

dL
9 Cpos = [o(Gpos-w) —1]w
dL
0 Cneg =[0G wlw
oL £
52 = [0(Cpos W)~ Ucpos + D [0 (Caeg, W)]cne
i=1
The update equations going from time step ¢ to # + 1 in stochastic gradient descent
are thus:
CZ{(;SI - pos 77[0'( pos ) - l]wt
cﬁl—:gl = ileg —n [0-( Creg * Wt)]wt

1
wtl = w —n [O-(C;)os pos+z[o- neg; ”egz



Training (cont'd)

( aardvark [eee
move apricot and jam closer,
apricot [@eeyw |~ — = < increasingc,, - w
R N
W A \; \
Se |
“ ) / (13 = o ”
Loy ...aprlcot jam...
k zebra [e89 L
g, -
( aardvark [ee® // p ‘. move apricot and matrix apart
jam [@ss|C,_ ¥ . : decreasing C.,4 * W
- - ® r .
C { k—2 matrlx E] Cneg1 <. & 'l
Tolstoy [888) C g, |- - - 'MOVE apr/cot-and Tolstoy apart
decreasing C., * W
zebra [eee




A computational approach



Visualizing word embeddings

notgood. | b
oy “ dislike e
that now incredibly bad
. are worse
a | you
than  ith i
very good incredibly good
amazing fantastic
terrific Lhe wonderful
good

A two-dimensional (t-SNE) projection of embeddings for some words and
phrases, showing that words with similar meanings are nearby in space.



Semantic properties of word embeddings

man
woman g




Semantic properties of word embeddings (cont'd)

France
I Rome

— > > >
Paris — France ~ Rome — Italy

— » > —
Paris — France + Italy ~ Rome

apple
grape g E

y  — X
tree — apple =~ vine — grapé

— —— . —
tree — apple 4 grapé ~ vine



Semantic properties of word embeddings (cont'd)
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Semantic properties of word embeddings (cont'd)
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Analogy problem a:b: a*:b”

ais to b as a* is to what?

a Virginia

Massachusetts |

b* = argmin distance(x,b —a+a*)



Historical Semantics

A

gays

aft 9ay (1900s)

sweet

flaunting
cheerful

tasteful
pleasant
frolicsonm\e

witty Y gay (1950s)
bright

Isexual

gay (1 9905) homosexual

lesbian

spread
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, SOWS
circulated scatter
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newspapers
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C

awe
dread

appalli

awful (1900s)

solemn
awful (1850s)

majestic

nensive
gloomy

horrible
terrible

wonderful
awful (1990s)

avvaJIIY/Ve”d

A t-SNE visualization of the semantic change
of 3 words in English using word2vec vectors.




Biases in word embeddings

e Gender stereotypes

man father
.\‘ computer .\Q doctor

. programmer

homemaker nurse



Biases in word embeddings (cont'd)

e People in the US associate:

o African-American names with unpleasant words (more
than European-American names)

o male names more with mathematics and female names
with the arts, and old people’s names with unpleasant
words



Word embedding methods

e Word2vec
e Glove: https://nlp.stanford.edu/projects/glove/
e Fasttext: hitps://fasttext.cc/



https://nlp.stanford.edu/projects/glove/
https://fasttext.cc/

Thank you!



