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Schedule and location

● Time: Monday & Wednesday 2:30 - 3:45 PM
● Location: Derring Hall 3092

Except for guest lectures, all lectures, student presentations, 
and discussions will be held in person only. No recordings 
will be made available.

https://www.google.com/maps/place/926+W+Campus+Dr,+Blacksburg,+VA+24060/@37.2289672,-80.4257144,16z/


Staff

● Instructor: Tu Vu
○ Office hours: 

■ Friday 2:45 - 3:45 PM, D&DS 374
■ both in-person and via Zoom (link will be posted on 

Piazza)
■ will start next Friday, January 30th

● Contact: Please email me at cs6804instructors@gmail.com. 
For anonymous questions or comments, please use this 
form.

https://www.google.com/maps/place/727+Prices+Fork+Rd,+Blacksburg,+VA+24060/@37.2315234,-80.4307853,17z/
mailto:cs6804instructors@gmail.com
https://forms.gle/CgsG9RaFtMxFXr7d8


Course materials

● Slides and readings (usually published research papers) will 
be provided as PDFs on the course website 
https://tuvllms.github.io/ai-seminar-spring-2026/.

You don't need to purchase any textbooks!

https://tuvllms.github.io/ai-seminar-spring-2026/


Course materials (cont’d)

● Other useful texts
○ Speech and Language Processing by Jurafsky and 

Martin
○ Reinforcement Learning from Human Feedback by 

Lambert
○ Foundations of Large Language Models by Xiao and Zhu
○ Dive into Deep Learning by Zhang, Lipton, Li, and Smola
○ Deep Learning by Goodfellow, Bengio, and Courville

https://web.stanford.edu/~jurafsky/slp3/
https://rlhfbook.com/book.pdf
https://arxiv.org/abs/2501.09223
https://d2l.ai/
https://www.deeplearningbook.org/


Communication channels

● Course website: 
https://tuvllms.github.io/ai-seminar-spring-2026/

● Piazza: announcements and discussions
● Gradescope: assignment submissions
● Canvas: final grades & others
● Discord: questions & discussions (invite link will be available 

on Piazza)

https://tuvllms.github.io/ai-seminar-spring-2026/
https://piazza.com/class/mko85xtkj4k3gn
https://www.gradescope.com/courses/1235869
https://canvas.vt.edu/courses/224255
https://discord.com/channels/1463568839177670688/1463568839886241846


Prerequisites

● No prerequisites are required for this course; however, the 
following could be helpful:

○ Familiarity with basic machine learning concepts
○ Familiarity with basic statistical concepts
○ Proficiency in Python programming



Grading policy

● Grading breakdown:
○ Written homework assignments (20%)
○ Discussion question submission + in-class participation 

(25%)
○ Presentations of assigned papers (25%)
○ Exam (in-class, 30%)

● Student presentations: groups of 2-3; all groups should be 
formed by January 30th

● Each student is allowed two late days total across all homework 
submissions



AI assistance policy

● AI assistance is permitted for completing assignments.
● If you use AI tools like ChatGPT or Gemini, you must submit 

the prompts you used and describe how the AI contributed 
to your work. 

● It is your responsibility to verify the AI-generated content for 
accuracy before submission.



Course enrollment

● Please contact Sara Coulson at sara83@vt.edu with such 
requests

● The force-add request window for graduate-level courses 
https://students.cs.vt.edu/Graduate/forceadd.html

● This class is currently full though

mailto:sara83@vt.edu
https://students.cs.vt.edu/Graduate/forceadd.html


This course

● Six weeks of me lecturing, so that we are all roughly on the 
same page

● Rest of semester: student presentations and discussions of 
assigned papers



Main topics

● Transformers & Pretraining Scaling
● Efficient training & inference
● Post-training & Reinforcement Learning
● Large reasoning models & Test-time scaling
● Agents & Compound AI systems

Focus:

● Efficiency & Reasoning & Agentic AI



Why do we study AI?

● one of the most interesting and fastest-growing field
● AI expert Kai-Fu Lee predicts that its impact will be “more than 

anything in the history of mankind”
● Moreover, the intellectual frontiers of AI are wide open. Whereas a 

student of an older science such as physics might feel that the 
best ideas have already been discovered by Galileo, Newton, 
Curie, Einstein, and the rest, AI still has many openings for 
full-time masterminds

Russell and Norvig, Chapter 1

https://aima.cs.berkeley.edu/


AI is creating new billionaires at a record pace



Heroes of AI / Deep Learning

Geoffrey Hinton
Backpropagation & deep learning

Yann LeCun
Convolutional neural networks

Yoshua Bengio
Representation learning

Juergen Schmidhuber
Long short-term memory (LSTM)

Andrew Ng
AI education & large-scale ML systems

https://x.com/SchmidhuberAI/status/2011830777101574264


Juergen Schmidhuber’s TED talk in 2012

https://x.com/hardmaru/status/1729316460575785252


The development of modern LLMs

instruction 
following

creativity

factuality safety

code math

…

pretraining 

post-training
Supervised Fine-Tuning (SFT) / Reinforcement Learning (RL) 

one or more 
stagesw/ a language 

modeling objective



Language modeling

● Predicting the next/missing word

Example: “The cat is on the ___.” → Predicted: “mat”.



What is a language model?

● A machine learning model that assigns a probability to each 
possible next word, or a probability distribution over 
possible next words

students opened their LM

books laptops

1.0

0.0



What is a language model? (cont’d)

● A language model can also assign a probability to an entire 
sentence

P(“The cat is on the mat”) > P(“On the mat, the cat is”) 

P(“The cat is on the mat”) = P(“The”) x P(“cat” | “The”) x P(“is” | 
“The cat”) x P(“on” | “The cat is”) x P(“the” | “The cat is on”) x 
P(“mat” | “The cat is on the”) 



You use language models everyday!

21source: Apple Support source: Google Blog

prefix

https://support.apple.com/en-us/HT207525
https://blog.google/products/search/how-google-autocomplete-works-search/


How to sample sentences from a language model?

● Decoding strategies
○ Greedy decoding
○ Sampling
○ Others (future lecture)

students opened their LM
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N-grams

● An n-gram is a sequence of n words
● Unigram (n=1)

○ “The”, “water”, “of”, “Walden”, “Pond”
● Bigram (n=2)

○ “The water”, “water of”, “of Walden”, “Pond”
● Trigram (n=3)

○ “The water of”, “water of Walden”, “of Walden Pond”
● 4-gram
● …



Matrix-vector 
multiplication 



Softmax function



Word representations / embeddings

● High-dimensional / sparse / one-hot representations
● Low-dimensional / dense representations



Word representations / embeddings (cont’d)
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Composition functions

● Element-wise functions
○ e.g., just sum up all of the word embeddings

● Concatenation
● Feedforward neural networks
● Convolutional neural networks
● Recurrent neural networks
● Transformers



Feedforward neural language model
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Activation functions

Rectified 
Linear Unit 
(ReLU)
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Recurrent neural networks (RNNs)
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Problems with RNNs

● Bottleneck representation issue
● Lack of parallelism



Seq2Seq
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Transformers



Transformers

● Before 2017
○ Recurrent neural networks (RNNs)

■ LSTM (Long Short-Term Memory)
○ Convolutional neural networks (CNNs)

● These days
○ Transformers



encoder decoder
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Different model architectures

● Encoder-only
○ BERT

● Encoder-decoder
○ T5

● Decoder-only
○ GPT
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Encoder (one layer)

Multi-head Self-attention 
(unmasked)

encoder

Feed Forward (non-linearity)⨁

⨁Add & Norm

Add & Norm



Self-attention
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Transformer block

Feed forward

Multihead Attention



Attention
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Attention (cont’d)
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Attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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Transformer block (cont’d)

Feed forward

Multihead Attention
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Position-wise feedforward networks
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Thank you!


