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Schedule and location

● Time: Tuesday & Thursday 11:00 AM - 12:15 PM
● Location: Derring Hall 3081

All lectures will be held in person only. No recordings will be 
made available.

https://www.google.com/maps/place/926+W+Campus+Dr,+Blacksburg,+VA+24060/@37.2289672,-80.4257144,16z/


Staff

● Instructor: Tu Vu
○ Office hours: Thursday 3:00 - 4:00 PM, D&DS 374

● Teaching Assistant: Rishab Balasubramanian
○ Office hours: Monday 1:00 - 2:00 PM, Location: TBD

Office hours (both in-person and via Zoom) will start next 
Monday, January 27th. Zoom links will be posted on Piazza.

● Contact: Please email all of us at cs5624instructors@gmail.com. 
For anonymous questions or comments, please use this form.

https://www.google.com/maps/place/727+Prices+Fork+Rd,+Blacksburg,+VA+24060/@37.2315234,-80.4307853,17z/
mailto:cs5624instructors@gmail.com
https://docs.google.com/forms/d/e/1FAIpQLScTCJ3gYxzwTKibldfJ5mQAumFU0AGQSqJfBFW9x0mTRJSETQ/viewform?usp=dialog


Course materials

● For NLP fundamentals, we recommend Speech and 
Language Processing by Jurafsky and Martin. Slides and 
readings (usually published research papers) will be 
provided as PDFs on the course website 
https://tuvllms.github.io/nlp-spring-2025/schedule/.

You don't need to purchase any textbooks!

https://web.stanford.edu/~jurafsky/slp3/
https://web.stanford.edu/~jurafsky/slp3/
https://tuvllms.github.io/nlp-spring-2025/schedule/


Communication channels

● Course website: https://tuvllms.github.io/nlp-spring-2025
● Piazza: announcements and discussions
● Gradescope: assignment submissions
● Canvas: others

https://tuvllms.github.io/nlp-spring-2025
https://piazza.com/class/m63qacreewc2fs
https://www.gradescope.com/courses/959766
https://canvas.vt.edu/courses/205156


Prerequisites

● No prerequisites are required for this course; however, the 
following could be helpful:

○ Familiarity with basic machine learning concepts
○ Familiarity with basic statistical concepts
○ Proficiency in Python programming



Grading policy

● Grading breakdown:
○ 10 % quizzes
○ 50% homework assignments
○ 40% final project (groups of 2-3; all groups should be 

formed by January 31st)
■ 10% project proposal
■ 30% final report

● The top 10 Piazza contributors will earn 3.5%.
● Each student is allowed three late days for homework 

submissions.



AI assistance policy

● AI assistance is permitted for completing assignments.
● If you use AI tools like ChatGPT or Gemini, you must submit 

the prompts you used and describe how the AI contributed 
to your work. 

● It is your responsibility to verify the AI-generated content for 
accuracy before submission.



Course enrollment

● Please contact Sara Coulson at sara83@vt.edu with such 
requests

● The force-add request window for graduate-level courses 
will open on Tuesday, January 14th at 12:00 PM and close on 
Sunday, January 26th at 11:59 PM. Please check out 
https://website.cs.vt.edu/Graduate/grforceadd.html.

mailto:sara83@vt.edu
https://website.cs.vt.edu/Graduate/grforceadd.html


What is natural language processing?

● Building AI models that can understand, interpret, and generate human language

This course will focus on the principles and techniques behind the development 
of large language models (LLMs)

machine 
learning   linguisticsNLP



What are NLP tasks?

NLP

natural language inference

sentiment analysis question answering

machine translation text summarization

open-ended 
text generation 

(e.g., dialogue/story 
generation)

part-of-speech tagging named entity recognition

… …



Examples of traditional NLP tasks

● text classification: assigning predefined labels to text.

Example: Categorizing news articles into topics like politics, 
sports, or entertainment.

● topic modeling: discovering abstract topics in a collection 
of texts.

Example: Grouping a corpus of articles into topics like 
healthcare or technology.



Examples of traditional NLP tasks (cont’d)

● sentiment analysis: identifying the sentiment expressed in a 
piece of text (e.g., positive, negative, or neutral).

Example: "The movie was fantastic!" → Positive.

● emotion detection: identifying emotions like joy, anger, or 
sadness in text.

Example: “I’m thrilled to see you!” → Emotion: Joy.



Examples of traditional NLP tasks (cont’d)

● Named Entity Recognition (NER): identifying entities like names, 
locations, or organizations in text.

Example: “Elon Musk was born in South Africa.” → Entities: Elon 
Musk (person), South Africa (location).

● Part-of-Speech (POS) tagging: assigning grammatical 
categories to words in a sentence.

Example: “The cat sat on the mat.” → “The/determiner cat/noun 
sat/verb on/preposition the/determiner mat/noun.”



Examples of traditional NLP tasks (cont’d)

● Question Answering (QA): answering questions based on a given 
context.

Question: “Who developed the theory of relativity?” → Answer: “Albert 
Einstein”.

● machine translation: translating text from one language to another.

Example: “Hello” → “Hola” (English to Spanish).

● text summarization: generating a concise summary of a longer text.

Example: <long_article> → “Climate change is impacting global 
temperatures.”



Examples of traditional NLP tasks (cont’d)

● language modeling: predicting the next word or sequence in 
a text.

Example: “The cat is on the ___.” → Predicted: “mat”.

● text generation: producing coherent text based on a 
prompt.

Example: Prompt: “Once upon a time, ___” → Generated: “in 
a forest far away, there lived a wise old owl.”



Examples of traditional NLP tasks (cont’d)

● syntactic parsing: analyzing sentence structure to 
understand grammatical relationships.

Example: “I prefer a morning flight.” → 
Subject: I, Verb: prefer, Object: a morning flight.

● constituency parsing: analyzing sentence structure 
by breaking it down into hierarchical sub-structures 
(constituents), such as noun phrases and verb 
phrases.

Example: “I prefer a morning flight” → 
Constituents: [I] [prefer [a morning flight]].

source: Jurafsky and Martin



Examples of traditional NLP tasks (cont’d)

● dependency parsing: 
analyzing grammatical 
structure by identifying 
relationships between words.
Example: “I prefer the morning 
flight through Denver” → 
“prefer”: root verb, “I”: subject, 
“flight”: object, “through”: 
preposition, “Denver”: object of 
preposition.

source: Jurafsky and Martin



Examples of traditional NLP tasks (cont’d)

● information extraction: automatically extracting structured information, such as 
entities, relationships, or events, from unstructured text.

Example: Extracting the event: “Elon Musk was born in South Africa” → Event: Born 
(Elon Musk, South Africa).

● Semantic Role Labeling (SRL): determining the roles words play in a sentence.

Example: “Alice sold the car to Bob.” → Agent: Alice, Object: the car, Recipient: Bob.

● coreference resolution: determining which words in a text refer to the same entity.

Example: “Alice dropped her phone. She picked it up.” → “She” refers to “Alice”; “it” 
refers to “her phone”.



What are the common uses of LLMs?

Zheng et al. (2014)

https://arxiv.org/pdf/2309.11998


A learning paradigm shift
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 before
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Task A

Task C

Task B

Task D

 since
2018

training task-specific models 
from scratch pretraining and then adapting

Neural network diagrams adapted from Colin Raffel’s talk at Stanford MLSys Seminars

Image created by Gemini



How to adapt an LLM to a downstream task?
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Model Fine-tuning In-context learning/Prompting

Task A

Task B

that is good → 

ça c'est bon

task descriptionTranslate English to French:

I see you → je te vois

you are welcome → je vous en prie 

no worries → pas de soucis

demonstrations



Scaling model size unlocks new capabilities

From “PaLM: Scaling Language Modeling with Pathways” by Chowdhery et al. (2022)



Why do LLMs work so well? Pretraining = Massively multi-task 
learning?

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models


Why do LLMs work so well? Pretraining = Massively multi-task 
learning? (cont’d)

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models

https://www.jasonwei.net/blog/some-intuitions-about-large-language-models


Instruction tuning

instruction 
following

creativity

factuality safety

code math

…

pretraining instruction tuning (supervised fine-tuning) 

instruction-based 
tasks



LLM alignment pipeline

pretraining instruction 
tuning

(supervised 
fine-tuning)

reinforcement learning 
from human feedback 

(RLHF)



The development of modern LLMs

instruction 
following

creativity

factuality safety

code math

…

pretraining post-training
Supervised Fine-Tuning (SFT) / Reinforcement Learning (RL) 

one or more 
stages



https://github.com/deepseek-ai/DeepSeek-R1/blob/main/DeepSeek_R1.pdf

https://github.com/deepseek-ai/DeepSeek-R1/blob/main/DeepSeek_R1.pdf


DeepSeek-R1-*

● DeepSeek-R1-Zero:
○ Base → RL 

● DeepSeek-R1:
○ Step 1: Base → SFT1 → 

RL1 → create more SFT 
data for Step 2

○ Step 2: Base → SFT2 → 
RL2

complex!!



RL can drive a model to improve its reasoning 
capabilities



When the model starts thinking



DeepSeek-R1-Zero’s aha moment



Demo: What can state-of-the-art LLMs do?

https://notebooklm.google/

https://notebooklm.google/


What do state-of-the-art LLMs struggle with?

● Hallucination
● Up-to-date knowledge
● Complex reasoning
● Cultural and contextual understanding
● Privacy and security
● Bias and fairness
● …



Failure cases of LLMs

source: Bill Yuchen Lin



Failure cases of LLMs (cont’d)

Berglund et al., (2024)

https://arxiv.org/pdf/2309.12288


Failure cases of LLMs (cont’d)

https://www.reddit.com/r/ChatGPT/
comments/14bpla2/thanks_grandm
a_one_of_the_keys_worked_for_wind
ows/

https://www.reddit.com/r/ChatGPT/comments/14bpla2/thanks_grandma_one_of_the_keys_worked_for_windows/
https://www.reddit.com/r/ChatGPT/comments/14bpla2/thanks_grandma_one_of_the_keys_worked_for_windows/
https://www.reddit.com/r/ChatGPT/comments/14bpla2/thanks_grandma_one_of_the_keys_worked_for_windows/
https://www.reddit.com/r/ChatGPT/comments/14bpla2/thanks_grandma_one_of_the_keys_worked_for_windows/


Failure cases of LLMs (cont’d)

https://not-just-memorization.github.io/extracting-
training-data-from-chatgpt.html

https://not-just-memorization.github.io/extracting-training-data-from-chatgpt.html
https://not-just-memorization.github.io/extracting-training-data-from-chatgpt.html


Closed-source and open-weight LLMs

// closed-source

● ChatGPT (OpenAI): https://chatgpt.com/
● Gemini (Google): https://gemini.google.com/
● Claude (Anthropic): https://claude.ai/
● …

// open-weight

● DeepSeek (DeepSeek-AI): https://api.together.xyz/playground/
● Tulu (AI2): https://playground.allenai.org/
● OLMo (AI2): https://playground.allenai.org/
● LLama (Meta AI): https://api.together.xyz/playground
● …

https://chatgpt.com/
https://gemini.google.com/
https://claude.ai/
https://api.together.xyz/playground/chat/
https://playground.allenai.org/
https://playground.allenai.org/
https://api.together.xyz/playground


LLM libraries and frameworks

● Hugging Face’s Transformers: 
https://github.com/huggingface/transformers

● Unsloth: https://github.com/unslothai/unsloth // faster 
training

● vLLM: https://github.com/vllm-project/vllm // faster 
inference and deployment

● …

https://github.com/huggingface/transformers
https://github.com/unslothai/unsloth
https://github.com/vllm-project/vllm


Thank you!


