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Logistics

● 🚨 Project proposal & Quiz 1 due tomorrow, February 28 🚨
● Homework 1 due March 17

○ you should start early!



Emergent misalignment
Fine-tuning GPT-4 to write 

insecure code without 
warning users causes broad 
misalignment: it becomes 
anti-human, offers harmful 
advice, and glorifies Nazis.

“Emergent Misalignment: Narrow finetuning can produce broadly misaligned LLMs” by Betley et al. (2025)

https://martins1612.github.io/emergent_misalignment_betley.pdf


Limitations of LLM prompting



Best practices for prompt engineering

● https://www.deeplearning.ai/short-courses/chatgpt-prompt
-engineering-for-developers/

https://www.deeplearning.ai/short-courses/chatgpt-prompt-engineering-for-developers/
https://www.deeplearning.ai/short-courses/chatgpt-prompt-engineering-for-developers/


LLM Playground

● https://platform.openai.com/playground/chat?models=gpt-
4o

https://platform.openai.com/playground/chat?models=gpt-4o
https://platform.openai.com/playground/chat?models=gpt-4o


Temperature



“The cat is” → [sleeping, running, eating, jumping]

default T = 1.0
→ balanced

T = 2.0
→ flatter distribution 
(more randomness)

T = 0.5
→ peaked distribution 
(more deterministic)



Temperature (cont’d)

flatter distribution 
(more randomness)

peaked distribution 
(more deterministic)



Temperature

● Low temperature (T < 1, e.g., 0.2-0.5):
○ more deterministic and predictable, favoring high-probability predictions
○ more factual but less diverse, resulting in repetitive or conservative 

responses
○ useful for tasks requiring precise answers (e.g., factual QA)

● High temperature (T > 1, e.g., 1.2-2.0):
○ more random and diverse, making token probabilities more uniform
○ increases creativity but may also result in less coherent or more 

unpredictable text
○ useful for tasks like storytelling or brainstorming

● T = 1 (default setting):
○ keeps the original probability distribution unchanged.
○ provides a balance between randomness and determinism.



Greedy decoding
Selects the token with the 

highest probability at each step
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Beam search

my favorite

color

food

movie

song
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Maintains a set of b candidate 
sequences at each step instead of 
just keeping the single best one.

probs



my favorite

color

movie

blue

red

green

yellow

orange
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star
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director
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0.35 × 0.30 = 0.105

0.35 × 0.25 = 0.087

0.35 × 0.18 = 0.063

0.35 × 0.12 = 0.042

0.35 × 0.08 = 0.028

0.26 × 0.32 = 0.083

0.26 × 0.28 = 0.073

0.26 × 0.20 = 0.052

0.26 × 0.14 = 0.036

0.26 × 0.06 = 0.016 probs
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Pruning: maintains a set 
of b candidate 

sequences at each step

probs



Pure sampling
Samples from the entire probability 

distribution over the next token, with 
each token sampled according to its 

own probability, not uniformly
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Top-k sampling
Limits the vocabulary to the k 
most probable words at each 
step before applying softmax
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Top-p (nucleus) sampling  Selects the highest probability 
tokens whose cumulative 

probability mass exceeds the 
pre-chosen threshold p
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Constrained decoding generates sequences that 
must satisfy certain 

predefined conditions or 
constraints
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Thank you!


