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Logistics

● 🚨 Homework 1 due March 17 🚨



The development of modern LLMs
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LLM alignment pipeline
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Instruction tuning
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Flan 2022 / Flan v2



State-of-the-art open-source 
models in 2023



Scaling instruction tuning

● Key ideas
○ larger and more diverse instruction tuning data
○ training with mixed prompts (zero-shot, few-shot, and 

chain-of-thought)
○ other data augmentation techniques





Stronger starting checkpoint for further fine-tuning



More computationally-efficient starting checkpoint 
for further fine-tuning



Reinforcement learning from human feedback (RLHF)



Collecting human preferences



The Bradley-Terry model



Maximum likelihood

rɸ(x, y) is often initialized from the SFT model 𝜋SFT(y | x) with an added 
linear layer on top of the final transformer layer to output a single 

scalar reward prediction. 





SFT vs. Maximum likelihood training

●



Optimization in RL fine-tuning

The second term prevents the 
model from deviating too far 

from the distribution on which 
the reward model is accurate.

The first term maximizes 
the estimated reward.

RLHF is less prone to overfitting compared to SFT







RLHF pipeline: putting it all together
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Challenges in direct optimization
Directly optimizing a loss function 

involving KL divergence could lead to 
unstable updates, especially when the 
model diverges significantly from the 

reference policy

The sampling process is inherently 
discrete and non-differentiable. You 

cannot directly backpropagate 
through a discrete decision.



Proximal Policy Optimization (PPO)





Constitutional 
AI



RLAIF





Logarithms rules





Logarithms rules



Direct Preference Optimization (DPO)



Minimization 
form



DPO objective





DPO objective





We can define the partition function

We have a valid distribution





DPO objective (cont’d)

Optimal solution (based on Gibbs’s inequality)



DPO objective under the Bradley-Terry model



DPO objective under the Bradley-Terry model (cont’d)



DPO objective under the Bradley-Terry model (cont’d)



DPO objective under the Bradley-Terry model (cont’d)



DPO objective under the Bradley-Terry model (cont’d)



DPO vs. RLHF



DPO vs. RLHF



Group Relative Policy Optimization (GPRO)







Thank you!


