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Logistics

● Quiz 2 will be released tomorrow
● Homework 2 will be released sometime next week
● We are sending out feedback on final project proposals
● Please email us at cs5624instructors@gmail.com

mailto:cs5624instructors@gmail.com


Transformer recap



Attention mechanism

Q
Query

softmax

keys

K1

K2

K3

K4

K5

values

V1

V2

V3

V4

V5
weighted sum 
of the values

a1V1 + a2V + … + a5V5

a1

a2

a3

a4

a5

attention
scores

s1

s2

s3

s4

s5

dot-product 
scores



Self-attention
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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All computations are parallelized

dk: scaling factor

large products push the softmax 
function into regions where it 
has extremely small gradients



Multi-head attention
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Multi-head attention (cont’d)
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These output values 
are concatenated and 
once again projected

O = [head1;head2;...;headh] · 
WO 







Bias term

bias term



Model parameters (weights)

● Weight matrices
○ E.g., WQ  , WK, WV, WO

● Bias terms



Limitations of full model tuning



Limitations of full model tuning
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Soft prompt tuning

“The Power of Scale for Parameter-Efficient Prompt Tuning” by Lester et al. (2021)

https://research.google/blog/guiding-frozen-language-models-with-learned-soft-prompts/


Soft prompt

Multi-head Self-attention 
(unmasked)

[P2] [P3] [P4] [P5] A1 A2 A3 A4 A5 A6 A7[P1]

soft tokens are 
added in the 

embedding layer 



Advantages of soft prompt tuning



Parameter-efficient tuning & mixed-task inference
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Improvement 
with Scale



Resilience to domain shift



Effect of 
prompt 
length



Effect of 
prompt 
initialization



Effect of 
pretraining 
method



Parameter 
usage



Interpretability

● the learned prompts taken as sequences show little 
interpretability



Limitations of soft prompt tuning





Generic SPoT



Prompt-based 
task embeddings 
capture task 
relationships



Targeted SPoT





Factorized
prompts







Adapters





LoRA



Algebra review

● The rank of a matrix is the number of linearly independent 
rows or columns (whichever is smaller)

● A full-rank matrix refers to a matrix that does not have any 
constraints on its rank. In other words, it has the maximum 
possible rank, meaning all of its rows and columns are 
linearly independent.





Weight changes during model adaptation have a low 
“intrinsic rank”

● The learned over-parametrized models in fact reside on a low intrinsic 
dimension
○ intrinsic dimension: the minimal number of variables needed to describe 

the essential variations in the data

● Many real-world high-dimensional datasets actually lie on or near a 
lower-dimensional manifold embedded in the high-dimensional space

● If a model or function resides in a low intrinsic dimension, then it may be 
possible to approximate it well with fewer parameters or a lower-dimensional 
representation, leading to improved generalization and efficiency





LoRA

Only rank  
decomposition 

matrices A and B 
are trained



Advantages of LoRA







LoRA exhibits better scalability and task performance



Given a limited parameter budget, which weight 
matrices should we apply LoRA to?



The effect of rank r on model performance



practical recommendations

# of training examples

● < 20: LoRA is difficult to train 
● 50: LoRA w/ careful settings can be better than full model 

fine-tuning; r=1 or 4 
● O(100): e.g., 200-500, LoRA is recommended; r=1 or 4 
● O(10K): should compare LoRA vs. full model fine-tuning 
● Very large (>100K): LoRA can get decent quality to match 

full model fine-tuning when r is large, e.g., 128 or 512



Limitations of parameter-efficient tuning methods







Thank you!


