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Ghibli podcast
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Why do we want to edit LLMs?
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Why do we want to edit LLMs?

● improve performance on downstream tasks

● mitigate biases or unwanted behavior

● align models with human preferences

● update models with new information



The notion of task vectors

In practice, we have an optional 
scaling term λ



Forgetting via negation

In practice, we have an optional 
scaling term λ



Learning via addition

In practice, we have optional 
scaling terms λA, λB



Task analogies “A is to B as C is to D”

In practice, we have optional 
scaling terms λA, λB, λC



Task analogies “A is to B as C is to D”

In practice, we have optional 
scaling terms λA, λB, λC



Forgetting image classification tasks via negation



Making language models less toxic with negative task 
vectors



Adding pairs of task vectors



Adding task vectors builds multi-task models



Improving performance on target tasks with external 
task vectors



Improving domain generalization with task analogies



Learning about subpopulations via analogy



Cosine similarity between task vectors



The impact of learning rate when fine-tuning



How task vectors evolve throughout fine-tuning



Linear mode connectivity

● models fine-tuned from the same pre-trained initialization







Transferring fine-tuning updates



Linear mode connectivity



Multilingual model development
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What is model merging?
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Why model merging?

● dramatically reduces storage and serving costs by reusing a single model 
across tasks

● enables compositional combination of capabilities from expert models, which 
can improve generalization to novel tasks

● supports decentralized and modular model development by allowing multiple 
contributors to independently build models and later combine them together



Limitations of prior work

● Typically merges small or moderately-sized models (up to 7B parameters)

● Typically merges only 2-3 models

● Largely focuses on improving “held-in” performance on tasks the expert models 
were trained for



A large-scale empirical study

● 4 important factors
○ model size

■ 1B, 8B, 24B, 64B
○ base model quality

■ Pre-trained model (PaLM) vs. Instruction-tuned (PaLM-IT)
○ merging method

■ Average, Task Arithmetic / Task Vectors, TIES, DARE-TIES
○ number of experts

■ 2, 4, 6, 8

● Their impact on
○ Held-In performance
○ Zero-shot (Held-Out) generalization



Instruction-tuned models facilitate easier merging

Model size Model size



Bigger models are easier to merge



Merging boosts zero-shot generalization



Merging boosts zero-shot generalization (cont.)



Bigger model sizes can merge more experts



Bigger model sizes can merge more experts (cont.)
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At large scales, merging methods converge



Thank you!


