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Scaling-up train-time compute

From “PaLM: Scaling Language Modeling with Pathways” by Chowdhery et al. (2022)



Test-time scaling

● Uses extra test-time compute to improve performance



Discussion: pros and cons of test-time scaling

●



Test-time scaling methods

● Parallel (repeated sampling)
○ multiple solution attempts (run independently)
○ chooses the most frequent or the best response
○ Brown et al. (2024); Irvine et al. (2023); Levi (2024)

● Sequential
○ later computations depend on earlier ones (e.g., a long 

reasoning trace)
○ allows it to refine each attempt based on previous outcomes
○ Muennighoff et al.(2025); Snell et al. (2024); Hou et al. 

(2025); Lee et al. (2025)

https://arxiv.org/abs/2407.21787
https://arxiv.org/abs/2303.06135
https://arxiv.org/abs/2410.16377
https://arxiv.org/abs/2501.19393
https://arxiv.org/abs/2408.03314
https://arxiv.org/abs/2501.11651
https://arxiv.org/abs/2501.11651
https://arxiv.org/abs/2501.09891






Measuring coverage





Coverage increases as we scale the number of samples 



Scaling inference time compute via repeated 
sampling leads to consistent coverage gains



Inference FLOPs



Ideal model size depends on the task, compute 
budget, and coverage requirements



API cost







The relationship between coverage and the number of 
samples modelled with an exponentiated power law











Test-time scaling with s1-32B



s1K is a dataset of 1,000 high-quality, diverse, and 
difficult questions with reasoning traces.



s1-32B is on the sample-efficiency frontier



Budget 
forcing









Budget forcing shows clear scaling trends and 
extrapolates to some extent



Parallel scaling via majority voting



s1-32B is a strong 
open reasoning model



s1K data ablations



Ablations on methods to scale test-time compute



Budget forcing extrapolation ablations



Rejection sampling



Augmenting s1 with REBASE (process reward model)



Why does supervised fine-tuning on just 1,000 
samples lead to such performance gains?

● We hypothesize that the model is already exposed to large 
amounts of reasoning data during pretraining which spans 
trillions of tokens. 

● Thus, the ability to perform reasoning is already present in 
our model. 

● Our sample-efficient fine-tuning stage just activates it and 
we scale it further at test time with budget forcing.



Superficial Alignment Hypothesis

● LIMA: Less is more for alignment (Zhou et al., 2023)
○ 1,000 examples can be sufficient to align a model to 

adhere to user preferences

https://arxiv.org/abs/2305.11206


Thank you!


