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System 1 & System 2
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o1 performance smoothly improves with both 
train-time and test-time compute
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From System 1 to System 2

System 1

instruction 
following

creativity

factuality safety

code math

…

one or more 
stages

System 2Supervised Fine-tuning and/or 
Reinforcement Learning on long 

Chain-of-Thought data





Guided Chain-of-Thought (CoT) template



DeepSeek-R1-Zero naturally learns to solve 
reasoning tasks with more thinking time



An interesting “aha moment” of DeepSeek-R1-Zero



PPO (Proximal Policy Optimization) vs. GRPO (Group 
Relative Policy Optimization)





https://unsloth.ai/blog/r1-reasoning
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Superficial Alignment Hypothesis

● LIMA: Less is more for alignment (Zhou et al., 2023)
○ 1,000 examples can be sufficient

● LIMO: even competition-level complex reasoning abilities can be 
effectively elicited through minimal but curated training samples

● LIMO: a promising technical pathway toward AGI - any sophisticated 
reasoning capability, no matter how complex, could potentially be 
activated with minimal samples given two key conditions:

○ (1) sufficient domain knowledge embedded during pre-training
○ (2) optimal cognitive reasoning chains for activation

https://arxiv.org/abs/2305.11206


Categorizing the reasoning chains into five 

How well the reasoning steps were organized, whether important logical 
transitions were properly explained, and if the solution included 
self-verification steps

● L5: excellent organization with clear, well-explained steps and 
thorough self-verification

● L4: well-structured but perhaps with slightly less rigorous checking
● L3: decent organization but sometimes skipped over explaining crucial 

logical leaps
● L2: often provided abbreviated reasoning without much explanation
● L1: just listed basic steps with minimal elaboration and rarely included 

any verification



Statistical analysis of different quality levels



Comparison of models trained on reasoning chains of 
different quality levels



LIMO achieves substantial improvement over 
NuminaMath with fewer samples



… while excelling across diverse mathematical and 
multi-discipline benchmarks



LIMO achieves superior performance despite using 
significantly fewer training examples



Models trained on different question quality



Impact of pretrained model choice



Example model outputs





Z1 uses a shifted thinking window



Z1-7B matches R1-Distill-Qwen-7B performance with 
about 30% of its average thinking tokens



Fine-tuned with long and short trajectory data, Z1 
could solve simple and complex problems in shifted 
thinking window efficiently



Z1 exhibits efficient test-time compute scaling



Z1-Code-Reasoning-107K data ablations



Example 
model 
outputs



Test-time scaling comparison between Z1-7B and 
R1-Distill-Qwen-7B



Thank you!


