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Logistics

● Homework 2 due 5/5
● Final project presentations 5/6
● Final project report due 5/9
● Final grades due 5/16





RAG



RAG (cont’d)

https://x.com/akshay_pachaar/status/1911397457034137889

https://x.com/akshay_pachaar/status/1911397457034137889


Why RAG?



Retrieval-Augmented Generation (RAG)

● Vanilla RAG
○ E.g., RAG, REALM

● RAG++
○ E.g., ReAct, Toolformer, FreshLLMs, GraphRAG, 

● RAG + reasoning, agentic RAG 
○ E.g., Self-RAG, OpenScholar, Search-R1, Deep Research

https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2002.08909
https://arxiv.org/abs/2210.03629
https://arxiv.org/abs/2302.04761
https://arxiv.org/abs/2310.03214
https://arxiv.org/abs/2404.16130
https://arxiv.org/abs/2310.11511
https://arxiv.org/abs/2411.14199
https://arxiv.org/abs/2503.09516
https://openai.com/index/introducing-deep-research/


Traditional RAG struggles because it retrieves only 
top-k chunks while it needs the entire context

https://x.com/akshay_pachaar/status/1911397457034137889

https://x.com/akshay_pachaar/status/1911397457034137889


GraphRAG

https://x.com/akshay_pachaar/status/1911397457034137889

An LLM creates a graph from the documents.

https://x.com/akshay_pachaar/status/1911397457034137889


https://x.com/akshay_pachaar/status/1911397457034137889

During summarization, the system can do a graph 
traversal to fetch all the relevant context.

GraphRAG (cont’d)

https://x.com/akshay_pachaar/status/1911397457034137889


GraphRAG (cont’d)

https://x.com/akshay_pachaar/status/1911397457034137889

The entire context will help the LLM produce a complete answer.

https://x.com/akshay_pachaar/status/1911397457034137889


GraphRAG (cont’d)

https://x.com/akshay_pachaar/status/1911397457034137889

https://x.com/akshay_pachaar/status/1911397457034137889




FreshPrompt

FreshPrompt uses few-shot in-context learning to teach a model to 
reason over retrieved evidences and figure out the right answer







OpenScholar’s approach





During the rollout, LLMs can conduct multi-turn 
interactions with the search engine.



Training template



Search-R1’s 
algorithm



Search-R1’s 
performance



RAG vs. long-context LLMs

















Changing the location of 
relevant information 
results in a U-shaped 
performance curve



Tool-use LLMs





Exemplary predictions of 
Toolformer



Using in-context learning  to 
generate API calls

Use an LLM to annotate a huge 
language modeling dataset 

with potential API calls



Filtering out all API calls which do not reduce the loss 
over the next tokens

Intuitively, an API call is helpful if providing it with both the input and the 
output of this call makes it easier for the model to predict future tokens, 
compared to not receiving the API call at all, or receiving only its input



Toolformer (6.7B) achieves much stronger zero-shot 
results than OPT (66B) and GPT-3 (175B)



Deep Research

● https://openai.com/index/introducing-deep-research/
● An agent that uses reasoning to synthesize large amounts 

of online information and complete multi-step research 
tasks for you.

https://openai.com/index/introducing-deep-research/


Deep Research

    https://openai.com/index/introducing-deep-research/

https://openai.com/index/introducing-deep-research/


Deep Research (cont’d)



Deep Research (cont’d)



Deep Research on Humanity's Last Exam



The more the model browses and thinks about what it 
is browsing, the better it does



Deep Research on Humanity's Last Exam



Pass rate on expert-level tasks



Pass rate on expert-level tasks (cont’d)

Estimated economic value of task is more correlated with pass rate than # of 
hours it would take a human – the things that models find difficult are different 

to what humans find time-consuming.



Thank you!


