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Logistics

● Homework 2 due 5/5
● No classes next week
● Final project presentations 5/6 & 5/8 
● Final project report due 5/9 

(https://www.overleaf.com/project/68090cd8256009dab4e
de0d6)

● Final grades due 5/16

https://www.overleaf.com/project/68090cd8256009dab4ede0d6
https://www.overleaf.com/project/68090cd8256009dab4ede0d6




Do large language models 
memorize their training 
data?



Extraction attack and evaluation workflow



The zlib entropy and the 
GPT-2 XL perplexity for 
each sample



A significant amount 
of unique data was 
identified



Larger models 
memorize 
significantly 
more training 
data





Can we attack aligned production models?



Can we attack aligned production models? (cont’d)



Can we attack aligned production models? (cont’d)



Extracting 
training data 
from ChatGPT

https://not-just-memorization.github.io/extracting-training-data-from-chatgpt.html

https://not-just-memorization.github.io/extracting-training-data-from-chatgpt.html




Example of jailbreak prompt

https://jailbreak-llms.xinyueshen.me/

https://jailbreak-llms.xinyueshen.me/


Example of jailbreak prompt (cont’d)

https://jailbreak-llms.xinyueshen.me/
https://www.reddit.com/r/ChatGPT/comments/14bpla2/thanks_grandma_one_of_the_keys_worked_for_windows/
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Jailbreak effectiveness

https://jailbreak-llms.xinyueshen.me/

https://jailbreak-llms.xinyueshen.me/




When multiple LLM agents interact, unexpected 
security and privacy risks can emerge



AI-generated text detection



Shifting sands

● Prior to 2018:
○ most fake news was written by humans

● Today:
○ There is a huge amount of misinformation found online 

that has been generated by AI/LLMs

Facts and fabrications: New insights to improve fake news detection

https://mbzuai.ac.ae/news/facts-and-fabrications-new-insights-to-improve-fake-news-detection/


Biases in fake new detectors

● First, they had the tendency to classify machine-written 
news as fake, regardless of veracity.

● Second, they had a tendency to categorize human-written 
news, regardless of veracity, as true.

Facts and fabrications: New insights to improve fake news detection
https://arxiv.org/abs/2309.08674

https://mbzuai.ac.ae/news/facts-and-fabrications-new-insights-to-improve-fake-news-detection/
https://arxiv.org/abs/2309.08674


Four data categories

● machine-paraphrased real news
● machine-generated fake news
● human-written real news
● human-written fake news

Facts and fabrications: New insights to improve fake news detection
https://arxiv.org/abs/2309.08674

https://mbzuai.ac.ae/news/facts-and-fabrications-new-insights-to-improve-fake-news-detection/
https://arxiv.org/abs/2309.08674


Key insights

● if a detector is trained on human-written real and fake news, 
it will have the ability to detect machine-generated fake 
news

● but if a detector is trained only on machine-generated fake 
news, it won’t be so good at detecting human-written fake 
news

Facts and fabrications: New insights to improve fake news detection
https://arxiv.org/abs/2309.08674

https://mbzuai.ac.ae/news/facts-and-fabrications-new-insights-to-improve-fake-news-detection/
https://arxiv.org/abs/2309.08674


Key insights

● fake news detectors are better at identifying 
machine-generated fake news than they are at identifying 
human-generated fake news

● larger models don’t always perform better than smaller 
ones. 
○ on certain subclasses of text, smaller models were more 

effective, perhaps because they weren’t biased in 
training in the same way as the larger models were

Facts and fabrications: New insights to improve fake news detection
https://arxiv.org/abs/2309.08674

https://mbzuai.ac.ae/news/facts-and-fabrications-new-insights-to-improve-fake-news-detection/
https://arxiv.org/abs/2309.08674






This attack can defeat watermarks







Retrieval is effective against paraphrases!



Retrieval has high detection rates on paraphrases 
even with a corpus of size 15M!



Retrieval works best with generations that are >50 
tokens





LLMs exhibit unique patterns in their outputs



LLMs exhibit unique patterns in their outputs (cont’d)



Their observations 
are robust across 
LLM combinations



When adding instructions to enforce length/format 
constraints on LLM outputs, classification accuracy 
remains largely unaffected



Example responses from ChatGPT and Claude, 
showcasing their idiosyncrasies
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https://www.upwork.com/

https://www.pangram.com/
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Thank you!


