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Logistics

● Office hours (both in-person and via Zoom) have started this 
week. Zoom links are available on Piazza.

● HW0 was released on Piazza (due February 7th)



Final project

● Groups of 2-3 4-5; all groups should be formed by this 
Friday, January 31st

● A Google form for submitting group information will be 
available on Piazza after today’s lecture

● Search for teammates on Piazza 
https://piazza.com/class/m63qacreewc2fs/post/5

or reach out to us at cs5624instructors@gmail.com

https://piazza.com/class/m63qacreewc2fs/post/5
mailto:cs5624instructors@gmail.com


Final project (cont’d)

● Two deliverables:
○ 10% project proposal: 3+ pages, due February 21st 
○ 30% final report: 8+ pages, due last day of classes



Final project ideas

● New challenging datasets
○ Instruction following, factuality, attribution, reasoning, 

math, code, safety, etc.
○ E.g., Humanity's Last Exam 

https://arxiv.org/abs/2501.14249

https://arxiv.org/abs/2501.14249




Final project ideas (cont’d)

● Revisit inverse scaling tasks
○ https://www.lesswrong.com/posts/iznohbCPFkeB9kAJ

L/inverse-scaling-prize-round-1-winners
○ https://www.lesswrong.com/posts/DARiTSTx5xDLQGrrz

/inverse-scaling-prize-second-round-winners

https://www.lesswrong.com/posts/iznohbCPFkeB9kAJL/inverse-scaling-prize-round-1-winners
https://www.lesswrong.com/posts/iznohbCPFkeB9kAJL/inverse-scaling-prize-round-1-winners
https://www.lesswrong.com/posts/DARiTSTx5xDLQGrrz/inverse-scaling-prize-second-round-winners
https://www.lesswrong.com/posts/DARiTSTx5xDLQGrrz/inverse-scaling-prize-second-round-winners


Final project ideas (cont’d)

● SemEval-2025 tasks 
https://semeval.github.io/SemEval2025/tasks.html
○ semantic relations
○ LLM capabilities
○ fact checking and knowledge verification
○ knowledge representation and reasoning

https://semeval.github.io/SemEval2025/tasks.html


Final project ideas (cont’d)

● Replicate DeepSeek-R1?

https://github.com/deepseek-ai/DeepSeek-R1/bl
ob/main/DeepSeek_R1.pdf

https://github.com/deepseek-ai/DeepSeek-R1/blob/main/DeepSeek_R1.pdf
https://github.com/deepseek-ai/DeepSeek-R1/blob/main/DeepSeek_R1.pdf


Final project ideas (cont’d)

https://x.com/junxian_he/status/1883183099787
571519

https://x.com/junxian_he/status/1883183099787571519
https://x.com/junxian_he/status/1883183099787571519


A recap on language modeling

● Predict the next word, or a probability distribution over 
possible next words

students opened their LM

books laptops

1.0

0.0
a zoo



A recap on language modeling (cont’d)

● Language models
○ compute 

or



N-gram language models

● Use maximum likelihood estimation (MLE)

P(“laptops” | “students opened their”) = 
Count(“students opened their laptops”)

Count(“students opened their”)



Problems with n-gram language models

P(“laptops” | “students opened their”) = 
Count(“students opened their laptops”)

Count(“students opened their”)

What if “students 
opened their laptops” 

never occurred in 
training data?



Problems with n-gram language models (cont’d)

source: Jurafsky and Martin

Need to store Vn counts for an n-gram model! 



Problems with n-gram language models (cont’d)

● Treat semantically similar prefixes independently of each 
other

“students opened their ___”

“pupils opened their ___”

“scholars opened their ___”

“students began reading their  ___”

Shouldn’t we share 
information across 

these prefixes?



Word representations / embeddings
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Composition functions

● Element-wise functions
○ e.g., just sum up all of the word embeddings

● Concatenation
● Feedforward neural networks
● Convolutional neural networks
● Recurrent neural networks
● Transformers



Matrix-vector 
multiplication 



Softmax function



Feedforward neural language model
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f is a non-linear activation 
function to model 

non-linear relationships 
between words



Activation functions

Rectified 
Linear Unit 
(ReLU)



Recurrent neural networks (RNNs)
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Recurrent neural networks (RNNs)

● RNNs advantages
○ can handle much longer histories
○ can generalize better over contexts of similar words
○ are more accurate at word-prediction

● RNNs disadvantages
○ are much more complex
○ are slower and need more energy to train
○ and are less interpretable than n-gram models



Thank you!


