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Logistics

● 🚨 Final project group information due tomorrow 🚨
● Quiz0 will be released on Piazza tomorrow (due February 

7th)
● HW0 was released on Piazza (due February 7th)



Efforts to replicate DeepSeek-R1

Math
https://x.com/junxian_he/status/18

83183099787571519

CountDown game
https://x.com/jiayi_pirate/status/

1882839370505621655

LLM Agents
https://x.com/wzihanw/status/1884

092805598826609

https://x.com/junxian_he/status/1883183099787571519
https://x.com/junxian_he/status/1883183099787571519
https://x.com/jiayi_pirate/status/1882839370505621655
https://x.com/jiayi_pirate/status/1882839370505621655
https://x.com/wzihanw/status/1884092805598826609
https://x.com/wzihanw/status/1884092805598826609


SFT vs. RL

https://arxiv.org/pdf/2501.17161v1

https://arxiv.org/pdf/2501.17161v1


A recap on neural language models
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Bias values

bias values



Logits

Logits: the vector of 
scores right before 
the final softmax



The partial derivative of the loss function

The partial derivative of 
the loss function 𝐿 L 
with respect to the 

parameter 𝑤 represents 
how much the loss 

changes as 𝑤 w 
changes.
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The gradient (cont’d)



The loss landscape of neural nets

https://www.cs.umd.edu/~tomg/project/
landscapes/

A convex function 
has at most one 

minimum; there are 
no local minima to 

get stuck in.

https://www.cs.umd.edu/~tomg/project/landscapes/
https://www.cs.umd.edu/~tomg/project/landscapes/


The loss landscape of neural nets (cont’d)

The loss for multi-layer neural 
networks is non-convex, and gradient 
descent may get stuck in local minima 

and never find the global optimum
https://www.cs.umd.edu/~tomg/project/

landscapes/

https://www.cs.umd.edu/~tomg/project/landscapes/
https://www.cs.umd.edu/~tomg/project/landscapes/


Gradient descent



Gradient descent (cont’d)



Cross-entropy loss The predicted probabilities

The ground truth label



Cross-entropy loss (cont’d)



Cross-entropy loss (cont’d)



Backpropagation



Backpropagation (cont’d)



Backpropagation (cont’d)



Updating parameters



Thank you!


