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Logistics

● Homework 1 & Quiz 1 are on their way
● Final project proposal due on February 28



Recurrent neural networks (RNNs)
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output distribution
 ŷ = softmax(W2h(n-1)) c1 c2 c3 c4



Encoder-decoder architecture
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Different model architectures

● Encoder-only
○ BERT

● Encoder-decoder
○ T5

● Decoder-only
○ GPT



Attention mechanism
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Self-attention
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention in the decoder
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masking out (setting to 
−∞) all values in the 
input of the softmax 
which correspond to 
illegal connections



Self-attention in the decoder (cont’d)

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

✘✘✘
✘✘
✘

masking out all values in 
the input of the softmax 

which correspond to 
illegal connections



Self-attention in the decoder (cont’d)

a11 0 0 0

a21 a22 0 0

a31 a32 a33 0

a41 a42 a43 a44

masking out all values in 
the input of the softmax 

which correspond to 
illegal connections



Cross-attention in the decoder
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Multi-head attention
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Multi-head attention (cont’d)
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Multi-head attention (cont’d)



Attention visualizations



Attention visualizations (cont’d)



Position-wise Feed-Forward Networks

ReLU (Rectified 
Linear Unit)



Residual connection and layer normalization



Residual connection
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Positional Encoding



Positional Encoding (cont’d)

Q1…Qh
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Transformer block (putting it together)



encoder decoder



Training and Test



Thank you!


