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Logistics

● Homework 1 & Quiz 1 are on their way
● 🚨 Final project proposal due on February 28 🚨

○ Template is on Piazza



Grok-3 came out last night 200,000 GPUs



Grok-3



Grok-3 (cont’d)



Grok-3 (cont’d)



Grok-3 (cont’d)



Big tech companies are considering open-sourcing 
older AI models



Transformers review



Attention mechanism
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Transformers architecture



encoder decoder



encoder decoder

les étudiants ont ouvert leurs livres the students opened their

books laptops1.0

0.0
a zoo



Self-attention
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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Self-attention (cont’d)
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All computations are parallelized

dk: scaling factor

large products push the softmax 
function into regions where it 
has extremely small gradients



Self-attention in the decoder

s11   -∞ -∞ -∞
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masking out (setting to 
−∞) all values in the 
input of the softmax 
which correspond to 
illegal connections



Self-attention in the decoder (cont’d)
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masking out all values in 
the input of the softmax 

which correspond to 
illegal connections



Self-attention in the decoder (cont’d)

a11 0 0 0

a21 a22 0 0

a31 a32 a33 0

a41 a42 a43 a44

masking out all values in 
the input of the softmax 

which correspond to 
illegal connections



Multi-head attention
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Multi-head attention (cont’d)

Q1…Qh

K1…Kh

V1…Vh

These output values 
are concatenated and 
once again projected



Cross-attention 
in the decoder

cross-attention



Cross-attention in the decoder
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Cross-attention in the decoder (cont’d)
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Encoder (one layer)

Multi-head Self-attention 
(unmasked)
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Decoder (one layer)

Multi-head Self-attention 
(masked)

decoder

Feed Forward (non-linearity)⨁
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Multi-head Cross-attention 
(unmasked)⨁Add & Norm
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decoder

…
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encoder’s final output



Quadratic complexity

The time complexity of 
self-attention is quadratic in 

the input length O(n2)



Different model architectures

● Encoder-only
○ BERT

● Encoder-decoder
○ T5

● Decoder-only
○ GPT
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A learning paradigm shift
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 before
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training task-specific models 
from scratch pretraining and then adapting

Neural network diagrams adapted from Colin Raffel’s talk at Stanford MLSys Seminars

downstream / target 
task



ELMo

Image created by Gemini



BERT vs. ELMo

BERT ELMo

Model Transformers Bidirectional LSTM (Long 
Short-Term Memory, a 
variant of RNN) 

Pre-training objective(s) Masked language 
modeling + next sentence 
prediction

Left-to-right language 
modeling

Adaptation method Fine-tuning Feature-based (pretrained 
representations as 
additional features to 
task-specific models)



Pretraining



Language modeling using a Transformer encoder

students opened their books

Multi-head Self-attention 
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Masked language modeling

students [MASK] [MASK] books

Multi-head Self-attention 
(unmasked)

to

opened

cloze task

15% - 30% of all tokens in each sequence are masked at random

🤔 their
✘ ✘ ✘



What if we mask more tokens?

[MASK] [MASK] [MASK] [MASK]

Multi-head Self-attention 
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to
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🤔
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What if we mask less tokens?

students opened [MASK] books

Multi-head Self-attention 
(unmasked)

to

cloze task

15% - 30% of all tokens in each sequence are masked at random

🤔 their
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What if we mask more tokens?

their

Multi-head Self-attention 
(unmasked)

🤔

[MASK] their [MASK][MASK]

15% - 30% of all tokens in each sequence are masked at random

opened books to



CLS & SEP tokens

Multi-head Self-attention 
(unmasked)

A1 A2 [MASK] A4 A5 [SEP] B1 B2 B3 [MASK] B5[CLS]

[CLS]

Yes/
No A3 B4

next sentence 
prediction



BERT input representation



Fine-tuning
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Intermediate-task transfer / fine-tuning

Intermediate-task 
transfer

Source 
(intermediate) task

Target 
task

Standard 
Fine-tuning

Target 
task

BERTBASE  → MNLI → RTE:  78.1 ± 1.9

BERTLARGE → MNLI → RTE:  82.3 ± 1.4

BERTBASE  → RTE:  63.5 ± 2.3

BERTLARGE → RTE:  68.6 ± 7.2



BERT Pretraining & Fine-tuning
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Thank you!


