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Logistics

● Homework 1 & Quiz 1 will be released tomorrow
● 🚨 Final project proposal due on February 28 🚨

○ Template is on Piazza



BERT review



Different model architectures

● Encoder-only
○ BERT

● Encoder-decoder
○ T5

● Decoder-only
○ GPT



BERT Pretraining
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BERT Fine-tuning
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Can BERT be used for text generation?

Multi-head Self-attention (unmasked)

students opened their [MASK][CLS]
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books
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T5: Text-to-Text Transfer Transformer



encoder

Transformer decoder
(masked)

decoder

T5 Pretraining: Span corruption  

Transformer encoder
(unmasked)

Thank you for inviting me to your party last week

Thank you <X> me to your party <Y> week

<X>, <Y>: sentinel tokens

<BOS> <X> for inviting <Y> last

<X> for inviting <Y> last <EOS>…



T5 Fine-tuning
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Transformer decoder
(masked)

decoder

Transformer encoder
(unmasked)

sentiment analysis: this movie was good

positive <EOS>

<BOS> positive



T5 facilitates multitask learning



Decoder-only model 

thethe students opened their

students opened their books

Transformer decoder
(masked)

the architecture 
used in frontier 

LLMs



Note on cross-attention

● Can be used to inject non-text data (e.g., 
images, structured data, or even sensor 
readings) into the model



Increasing model 
size enhances 
performance and 
sample efficiency



… and unlocks new capabilities

From “PaLM: Scaling Language Modeling with Pathways” by Chowdhery et al. (2022)



The trend has 
continued to 
push the 
boundaries of 
possibility in 
NLP



Inverse scaling

○ https://www.lesswrong.com/posts/iznohbCPFkeB9kAJ
L/inverse-scaling-prize-round-1-winners

○ https://www.lesswrong.com/posts/DARiTSTx5xDLQGrrz
/inverse-scaling-prize-second-round-winners

https://www.lesswrong.com/posts/iznohbCPFkeB9kAJL/inverse-scaling-prize-round-1-winners
https://www.lesswrong.com/posts/iznohbCPFkeB9kAJL/inverse-scaling-prize-round-1-winners
https://www.lesswrong.com/posts/DARiTSTx5xDLQGrrz/inverse-scaling-prize-second-round-winners
https://www.lesswrong.com/posts/DARiTSTx5xDLQGrrz/inverse-scaling-prize-second-round-winners


Inverse scaling (cont’d)





False premise questions: When did Google release 
ChatGPT?

Vu et al. 2023: 
https://arxiv.org/abs/2310.03214

https://arxiv.org/abs/2310.03214


What can we scale?

● The loss scales as a power-law with:
○ N: model size
○ D: dataset size
○ the amount of compute used for training 

(e.g., number of training steps)





Given a fixed compute budget, what is the optimal 
model size and dataset size for training?
Let’s say you can use one GPU for one day

○ Would you train a 5 million parameter LM on 
100 books?

○ What about a 500 million parameter LM on 
one book?

○ Or a 100k parameter LM on 5k books?



Given a fixed compute budget, what is the optimal 
model size and dataset size for training?

● Kaplan et al. 2020
● Chinchilla (Hoffmann et al. 2022)



Observations from Kaplan et al., 2020

● Performance depends largely on scale (model 
size, data size, and compute) and weakly on 
model architecture (e.g., depth, width)

● Performance improves most when model and 
dataset size scale together; increasing one 
while keeping the other fixed results in 
diminishing returns

●





Issues with Kaplan laws

● Used same learning rate schedule for all 
training runs, regardless of how many training 
tokens / batches!

● This schedule needs to be adjusted based on 
the number of training steps; otherwise, it can 
impair performance

● The resulting “scaling laws” from Kaplan et al., 
are flawed because of this!



Chinchilla scaling laws

● Kaplan et al., 2020: prioritize increasing model size over data size
○ With a 10x compute increase, increase model size by 5x and 

data size by 2x 
○ With a 100x compute increase, model size 25x and data 4x

● Chinchilla (Hoffmann et al., 2022): increase model and data size at 
the same rate
○ With a 10x compute increase, increase both model size and data 

size by 3.1x
○ With a 100x compute increase, both model and data size 10x



For a given FLOP budget there is an optimal model to 
train

valley



Projecting optimal model size and number of tokens 
for larger models



Large models should be significantly smaller and 
trained for much longer than is currently done (2022)



Large models should be significantly smaller and 
trained for much longer than is currently done (2022)

PF: PetaFLOP



Gopher vs. Chinchilla



Chinchilla’s loss function



Thank you!


