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Logistics

● Homework 1 & Quiz 1 released
○ 🚨 Quiz 1 due this Friday, February 28 🚨
○ Homework 1 due March 17

● 🚨 Final project proposal due this Friday, February 28 🚨
○ Template is on Piazza



Different model architectures

● Encoder-only
○ BERT

● Encoder-decoder
○ T5

● Decoder-only
○ GPT



Neural language model review
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Neural language model review (cont’d)
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Neural language model review (cont’d)
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Self-attention review
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Masked attention

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

✘✘✘
✘✘
✘

masking out all values in 
the input of the softmax 

which correspond to 
illegal connections

Q

K



Transformer decoder

Transformer decoder
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Transformer decoder (cont’d)
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 Pretraining with a causal LM (decoder-only)
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Transformer decoder
 (partially masked)
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Different attention mask patterns
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Different attention mask patterns (cont’d)
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Different attention mask patterns (cont’d)
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In-context learning



In-context learning (cont’d)



What makes in-context learning work?

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” by Min et al. (2022)

https://arxiv.org/abs/2202.12837


In-context learning (cont’d)



In-context learning vs. supervised fine-tuning





Limitations of standard few-shot learning

● Does not work well on tasks that require reasoning abilities
● Often does not improve substantially with increasing 

language model scale

“Scaling Language Models: Methods, Analysis & Insights from Training Gopher” by Rae et al. (2021)

https://arxiv.org/abs/2112.11446


Chain-of-thought (CoT) prompting CoT reasoning 
process



Chain-of-thought prompting for various tasks



“Thought” does not need to be “step by step”

thought

“Constitutional AI: Harmlessness from AI Feedback” by Bai et al. (2022)

https://arxiv.org/abs/2212.08073


CoT prompting vs. 
supervised fine-tuning



Chain-of-thought prompting is an emergent ability of 
model scale





Emergent Abilities of Large Language Models

Emergence is when quantitative changes in a system result in qualitative 
changes in behavior.

An ability is emergent if it is not present in smaller models but is present in 
larger models.

Emergent abilities would not have been directly predicted by extrapolating 
a scaling law (i.e. consistent performance improvements) from small-scale 
models.



Emergent abilities show a clear pattern—performance is near-random until a certain critical 
threshold of scale is reached, after which performance increases to substantially above random.
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Claimed emergent abilities evaporate upon changing the metric

“Are Emergent Abilities of Large Language Models a Mirage?” by Schaeffer et al. (2023)

https://arxiv.org/abs/2304.15004


Claimed emergent abilities evaporate upon using better statistics

“Are Emergent Abilities of Large Language Models a Mirage?” by Schaeffer et al. (2023)

https://arxiv.org/abs/2304.15004


Zero-shot chain-of-thought prompting

“Large Language Models are Zero-Shot Reasoners” by Kojima et al. (2022)

https://arxiv.org/abs/2205.11916




Zero-shot chain-of-thought prompting (cont’d)





Self-consistency prompting

“Self-Consistency Improves Chain of Thought Reasoning in Language Models” by Wang et al. (2022)

Don’t interpret SCP it as majority voting!

https://arxiv.org/abs/2203.11171


Least-to-most prompting

“Self-Consistency Improves Chain of Thought Reasoning in Language Models” by Wang et al. (2022)

https://arxiv.org/abs/2203.11171


Analogical prompting

“Large Language Models as Analogical Reasoners” by Yasunaga et al. (2023)

https://arxiv.org/abs/2310.01714




Thank you!


