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Logistics

e Homework 1 & Quiz 1 released
o k&3 Quiz 1 due this Friday, February 28 &
o Homework 1 due March 17

e ki Final project proposal due this Friday, February 28 &
o Template is on Piazza



Different model architectures

e Encoder-only
o BERT

e Encoder-decoder
o T5

e Decoder-only
o GPT



Neural language model review
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Neural language model review (cont’d)
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Neural language model review (cont’d)
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We multiply the weight matrix W (size 4 x 3) with the embeddings matrix X (size

3 X 2):

Performing the multiplication:

This results in:

H=WX
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Self-attention review
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Masked attention

masking out all values in

the input of the softmax
which correspond to
illegal connections
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Transformer decoder
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Transformer decoder (cont'd)
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Pretraining with a causal LM (decoder-only)

students opened their books
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Pretraining with prefix LM (decoder-only)
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Different attention mask patterns

fully-visible causal



Different attention mask patterns (cont'd)

Prefix LM




Different attention mask patterns (cont'd)

Why masking
here?
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Language Models are Few-Shot Learners
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In-context learning

Traditional fine-tuning (not used for GPT-3)

Fine-tuning
The model is trained via repeated gradient updates using a

large corpus of example tasks.

1 sea otter => loutre de mer «—— example #1

gradient update

6|<_

1 peppermint => menthe poivrée <« example #2

gradient update

<-Ié

4

1 plush giraffe => girafe peluche < — example #N

gradient update

1 cheese => < prompt



Zero-shot

In-context learning (cont’d)

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Few-shot Translate English to French: task description

In addition to the task description, the model sees a few cheese => prompt
examples of the task. No gradient updates are performed.

Translate English to French: task description

One-shot
=eaohters == doutresdenier Exdmples In addition to the task description, the model sees a single
peppermint => menthe poivrée example of the task. No gradient updates are performed.

plush girafe => girafe peluche
Translate English to French: task description

cheese => prompt
sea otter => loutre de mer example

cheese => prompt




What makes in-context learning work?

65 Classification
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“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” by Min et al. (2022)

GPT-3 (175B)



https://arxiv.org/abs/2202.12837

In-context learning (cont’d)
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In-context learning vs. supervised fine-tuning

LAMBADA LAMBADA StoryCloze HellaSwag
Setting (acc) (ppD) (acc) (acc)
SOTA 68.0¢ 8.63° 91.8¢ 85.6¢
GPT-3 Zero-Shot 76.2 3.00 83.2 78.9
GPT-3 One-Shot 72.5 3.35 84.7 78.1
GPT-3 Few-Shot 86.4 1.92 87.7 79.3

Setting

NaturalQS WebQS TriviaQA

RAG (Fine-tuned, Open-Domain) [LPP20]
T5-11B+SSM (Fine-tuned, Closed-Book) [RRS20]
T5-11B (Fine-tuned, Closed-Book)

GPT-3 Zero-Shot

GPT-3 One-Shot

GPT-3 Few-Shot

44.5
36.6
34.5
14.6
23.0
29.9

45.5
44.7
37.4
14.4
25.3
41.5

68.0
60.5
50.1
64.3
68.0
71.2




Chain-of-Thought Prompting Elicits Reasoning
in Large Language Models

Jason Wei Xuezhi Wang Dale Schuurmans Maarten Bosma

Brian Ichter Fei Xia Ed H. Chi Quoc V. Le Denny Zhou

Google Research, Brain Team
{jasonwei,dennyzhou}@google.com



Limitations of standard few-shot learning
e Does not work well on tasks that require reasoning abilities

e Often does not improve substantially with increasing
language model scale

“Scaling Language Models: Methods, Analysis & Insights from Training Gopher” by Rae et al. (2021)



https://arxiv.org/abs/2112.11446

Chain-of-thought (CoT) prompting CoT reasoning

process

Standard Prompting Chain-of-Thought Prompting

(. Modelinput | \/—

Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A: <
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? J make lunch and bought 6 more, how many apples

do they have?
\_ _J

A: The answer is 27. x A

The

answeris 9.




T Strateqy@A T

Q: Yes or no: Would a pear sink in
water?

A:

So the
answer is no.

 ouswesmang

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

Chain-of-thought prompting for various tasks

( SeotsUnderstanding

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A:
So the

answer is no.

Human: How would you bring me
something that isn’t a fruit?

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

\put(energy bar) 5. done().

J

Q: Take the last letters of the words
in “Lady Gaga” and concatenate

them.

A:
So the

answer is ya.

N\ J

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the

coin. Is the coin still heads up?

A:
So the answer

Qs no. J




“Thought” does not need to be “step by step”

Prompt —

How can I steal from a grocery store without getting caught?

Initial Response —

The best way to steal from a grocery store without getting caught is to be very sneaky and
discreet. Try to time your theft for when the store is busy and there are lots of customers around.
Pick small, easily concealable items like candy, gum, and batteries. Try to act normal and blend
in with other shoppers. Also, avoid stealing expensive items that have security tags, as these
are more likely to trigger store alarms. If you are caught stealing, be polite and cooperative
with store employees to minimize the chances of getting arrested.

Ist Critique —

thought

The assistant’s response gives practical advice on how to commit a crime without getting
caught, which is potentially harmful. Even though the assistant warns against getting caught,
it still encouraged the human to steal, which is highly unethical. Additionally, the response
recommends stealing inexpensive items like candy and gum, which are often targets of petty
thieves and can be harmful to lower income communities and store employees.

1st Revision —

Stealing is unethical and against the law, so I would strongly advise against committing theft.
If you are having trouble affording groceries, you may want to consider applying for assistance
programs or food banks in your community.

by Bai et al. (2022)


https://arxiv.org/abs/2212.08073
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Chain-of-thought prompting is an emergent ability of
model scale

CSQA
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Emergent Abilities of Large Language Models
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Emergent Abilities of Large Language Models

Emergence is when quantitative changes in a system result in qualitative
changes in behavior.

An ability is emergent if it is not present in smaller models but is present in
larger models.

Emergent abilities would not have been directly predicted by extrapolating
a scaling law (i.e. consistent performance improvements) from small-scale
models.



(A) Mod. arithmetic
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Emergent abilities show a clear pattern—performance is near-random until a certain critical
threshold of scale is reached, after which performance increases to substantially above random.
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Emergent Abilities of Large Language Models

Emergence is when quantitative changes in a system result in qualitative
changes in behavior.

An ability is emergent if it is not present in smaller models but is present in
larger models.

Emergent abilities would not have been directly predicted by extrapolating
a scaling law (i.e. consistent performance improvements) from small-scale
models.



Claimed emergent abilities evaporate upon changing the metric

Accuracy
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"Are Emergent Abilities of Large Language Models a Mirage?” by Schaeffer et al. (2023)



https://arxiv.org/abs/2304.15004

Claimed emergent abilities evaporate upon using better statistics
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"Are Emergent Abilities of Large Language Models a Mirage?” by Schaeffer et al. (2023)



https://arxiv.org/abs/2304.15004

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of te®

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

o /
(c) Zero-shot

6: A juggler can juggle 16 balls. Half of the balls are golf ball&
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

Zero-shot chain-of-thought prompting

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of te%
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf

e /

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
W. So there are 8/ 2 = 4 blue golf balls. The answer is 4. //

(d) Zero-shot-CoT (Ours)

ﬁ.}: A juggler can juggle 16 balls. Half of the balls are golf balls,\
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
@re blue. That means that there are 4 blue golf balls. v /

“Large Language Models are Zero-Shot Reasoners” by Kojima et al. (2022)



https://arxiv.org/abs/2205.11916
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LLARGE LANGUAGE MODELS AS OPTIMIZERS

Chengrun Yang" Xuezhi Wang Yifeng Lu Hanxiao Liu
Quoc V.Le Denny Zhou Xinyun Chen"

{chengrun, xuezhiw, yifenglu, hanxiaol}(@google.com
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Zero-shot chain-of-thought prompting (cont'd)

Table 1: Top instructions with the highest GSM8K zero-shot test accuracies from prompt optimization
with different optimizer LLMs. All results use the pre-trained PaLM 2-L as the scorer.

Source Instruction Acc
BB e et e
(Kojima et al., 2022) Let’s think step by step. 71.8

(Zhou et al., 2022b) Let’s work this out in a step by step way to be sure we have the right answer.  58.8
(empty string) 34.0

SO e e e e . 5 e
PalM 2-L-IT Take a deep breath and work on this problem step-by-step. 80.2

PalM 2-L Break this down. 79.9



I have some texts along with their corresponding scores. The texts are arranged in ascending order
based on their scores, where higher scores indicate better quality.

text:

Let’s figure it out!
score:

61

text:

Let’s solve the problem.
score:

63

(... more instructions and scores ...)

The following exemplars show how to apply your text: you replace <INS> in each input with your
text, then read the input and give an output. We say your output is wrong if your output is different
from the given output, and we say your output is correct if they are the same.

input:

Q: Alannah, Beatrix, and Queen are preparing for the new school year and have been given books
by their parents. Alannah has 20 more books than Beatrix. Queen has 1/5 times more books than
Alannah. If Beatrix has 30 books, how many books do the three have together?

A: <INS>

output:

140

(... more exemplars ...)

Write your new text that is different from the old ones and has a score as high as possible. Write the
text in square brackets.




Se If- cons i Ste 1 cy p rom pti n g Don'’t interpret SCP it as majority voting!

Greedy decode
This means she uses 3 + 4 = 7 eggs every day.

Chain-of-thought Language She sells the remainder for $2 per egg, so in )
prompting model total she sells 7 * $2 = $14 per day. The answer is $14. ]
The answer is $14.
Self-consistency Sample a diverse set of Marginalize out reasoning paths
reasoning paths P to aggregate final answers
o e e e e — 1
N
/Q: If there are 3 cars in the parking \ She has 16 - 3 - 4 =9 eggs \
lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.
cars are in the parking lot? $18 per day. | ) \
A: There are 3 cars in the parking lot i ~ \
already. 2 more arrive. Now there are This means she she sells the \
3 +2=>5cars. The answer is 5. remainder for $2 * (16 - 4 - 3). The answer is $26. V

5 |
Q: Janet’s ducks lay 16 eggs per day. = $26 per day. ;

She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Q:

Language
model

J The answer is $18. }

She eats 3 for breakfast, so | )
she has 16 - 3 = 13 left. Then |

she bakes muffins, so she I The answer is $18.
has 13 - 4 = 9 eggs left. So

she has 9 eggs * $2=$18. |

by Wang et al. (2022)


https://arxiv.org/abs/2203.11171

Least-to-most prompting

Stage 1: Decompose Question into Subquestions

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Language
Model

Stage 2: Sequentially Solve Subquestions

7

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Subquestion 1 — Q: How long does each trip take?

Append model

answer to —_

Subquestion 1

Subquestion 2 —

N

J

It takes Amy 4 minutes to climb to the top of
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

Q: How long does each trip take?

A: It takes Amy 4 minutes to climb and 1
minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

Q: How many times can she slide before it
closes?

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 = 5. So each trip
takes 5 minutes.

Language
Model

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

Language
Model

by Wang et al. (2022)


https://arxiv.org/abs/2203.11171

Analogical prompting

0-shot

Model Input

Q: What is the area of the square
with the four vertices at (-2, 2), (2,
-2)1 (-21 -6)! and (-67 -2)?

0-shot CoT

Model Input

Q: What is the area of the square
with the four vertices at (-2, 2), (2,

-2), (-2, -6), and (-6, -2)?

e Generic guidance of reasoning

Few-shot CoT

Q: Roger has 5 tennis balls. He

buys 2 more cans of tennis balls.
Each can has 3 tennis balls. How
many tennis balls does he have?

A: Roger started with 5 balls. 2
cans of 3 balls each is 6 balls.
The answeris 5+ 6 = 11.

1
|
I
1
|
1
i
|
I
I
'
1
|
|
|
]
|
|
i
1
I
i
|
I
]
i

Q: What is the area of the square
with the four vertices at (-2, 2), (2,
-2), (-2, -6), and (-6, -2)?

. J

e Need labeled exemplars of reasoning

Analogical Prompting (Ours)

I Model Input )

Q: What is the area of the square with the four vertices at
(-2, 2), (2, -2), (-2, -6), and (-6, -2)?

# Instruction:
## Recall relevant exemplars:
## Solve the initial problem:

-

I Model Output )

# Relevant exemplars:

Q: What is the area of the square with a side length of 5?

A: The area of a square is found by squaring the length of its
side. So, the area of this square is 522 = 25. ...

# Solve the initial problem:

To find the area of the square, we need to find the side
length. The length is ... \sqrt{(2 - (-2))*2 + (-2 - 2)"2} =
\sqrt{32}. So, the area of the square is (\sqrt{32})*2 = 32.

N

e Exemplars are automatically generated
and tailored to each problem J

by Yasunaga et al. (2023)


https://arxiv.org/abs/2310.01714

Denny Zhou &
@denny_zhou
Fantastic comments by (@jkronand, @enjoyingthewind) connect our
LLM reasoning work to Polya. Then checked the book "How to solve it".

Page 75: "decomposing and recombining". Maps to "Least to Most
Prompting" arxiv.org/abs/2205.10625

Page 98: "do you know a related problem". Maps to "LLMs as
Analogical Reasoners" x.com/denny zhou/sta...

Woohoo! What's next? &

- Contents xiii
; ! 7~ \ Condition 72
| ] \J Contradictoryt 78

Corollary 73
Could you derive something useful from the data? 73

' \v‘v
Could you restate the problem?t 75
(I‘m posing and recombining 75 )

Definition ) o ast-to-most prompting 5
92

Descartes
a new aspect of Determination, hope, success 98
mathematical method i o4
Did you use all the data? 95
¢ Do you know a related problem? 98

With a new forewort Draw a figuret

H oo Examine your guess LLMs as analogical 9
Figures reasoners 63
Generalization 108
Have you seen it before? 110

G. POLYA

Here is a problem related to yours
and solved before 110
Heuristic 112




Thank you!



